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1. INTRODUCTION
The growth of the World Wide Web has led to an as-

tronomical amount of data being generated. More recently,
the amount of user-generated content has seen tremendous
expansion thanks to social media like Facebook and Twit-
ter. Enterprises, researchers, and even governments consider
this data to be an invaluable source of insight into people’s
behavior, creating a race to analyze as much data as possi-
ble. This race has driven virtually everyone, ranging from
Web companies to brick and mortar businesses, into a “Big
Data” frenzy. On the systems side, traditional relational
databases have proven to be un-scalable, too expensive, too
rigid, and/or too heavy-weight for dealing with current Big
Data problems. As a result, there has been an explosion in
the number of systems being developed, both within indus-
try as well as in academia, to manage massive amounts of
data.

Traditionally, data management systems were classified
broadly into Online Transaction Processing (OLTP) systems
and Decision Support Systems (DSS). Key-Value stores [13]
have become the system of choice in the Big Data universe to
perform short, single-record “transactions” at scale, playing
the role of OLTP systems, albeit with limited functionality
and weaker transaction guarantees. On the analytics side,
MapReduce [17] and Hadoop [5] have dominated the space
for scalable data analyses. There has also been an emergence
of specialized systems for Big Data problems that are not
naturally solved by MapReduce (those involving iterations,
for example).

2. BIG DATA BACKGROUND
Google, being at the forefront of the Big Data “revolu-

tion”, was forced to take matters into its own hands to stay
competitive in the search engine space. Falling costs of com-
modity hardware made it evident that the only way to reign
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in the growing data was to use many computers in paral-
lel. In 2004, Google proposed the MapReduce [17] system
in conjunction with the Google File System [22] as a way
to perform computation at massive scale using commod-
ity computers. The MapReduce framework greatly simpli-
fied parallel computation for programmers by letting them
avoid parallel programming. Programmers simply had to
implement simple single-threaded code in the form of “Map”
and “Reduce” functions which was invoked by the MapRe-
duce infrastructure in parallel on different instances of data
spread across Google’s distributed file system. In addition
to being able to index the entire web in reasonable amounts
of time, the MapReduce system allowed programmers at
Google to perform massive data processing tasks quickly us-
ing a simple programming model. Yahoo!, motivated by the
MapReduce system from Google, implemented Hadoop [5]
(and the Hadoop Distributed File system) and released it as
open-source software.

The MapReduce paper marked the beginning of a new era
of Big Data technologies. High-level layers were soon de-
veloped on top of MapReduce, further increasing program-
mer productivity for domain-specific tasks. Sawzall [29] and
(much later) Tenzing [25] were two systems built by Google
using the MapReduce layer as a runtime and parallelizing
framework for text-processing and SQL execution, respec-
tively. Outside of Google, Hadoop has become the de-facto
standard for scaling data-processing and Yahoo! created
the PigLatin [27] language and the Pig [28] system to run
on top of Hadoop. Facebook released Apache Hive [6], a
SQL-like language that also uses Hadoop as the runtime
layer. Besides the Hadoop/MapReduce family of systems,
alternate large-scale data-processing frameworks were pro-
posed by various companies as well as research groups at
universities. Some examples of alternative technologies in-
clude Dryad [24], DryadLINQ [32], and SCOPE [14] from
Microsoft, Nephele/PACTs [7] from TU Berlin, Hyracks [10]
and ASTERIX [8] from the UC Irvine, and Spark [33] from
UC Berkeley.

While the MapReduce approach has been successful at
analyzing large datasets that are rarely modified, there was
also a need for systems to store large amounts of data and
perform quick inserts, updates, and deletes of records iden-
tified by a key. This requirement led to the introduction of
Key-Value stores into the Big Data ecosystem. Google de-
veloped BigTable [15], Amazon created Dynamo [18], Face-
book created the Dynamo clone, Cassandra [1], and Yahoo!
created the BigTable clone, HBase [2] as well as a new sys-
tem, PNUTS [16] to satisfy this growing need.



Today’s Big Data systems also include specialized plat-
forms for solving niche problems. Pregel [26] and its open-
source clones (Giraph [4] and GoldenOrb [23]) are used for
parallel computation over large graphs. Similar in spirit to
the MapReduce programming model, Pregel provides a sim-
ple API for programmers to express complicated graph algo-
rithms using single-threaded code (the logic for a single ver-
tex) which is then parallelized by the Pregel infrastructure.
Machine-Learning has been another domain that has seen
the emergence of specialized systems based on the Iterative-
Map-Reduce-Update model [12]. Vowpal Wabbit [3] is a
system custom built at Yahoo! for solving Machine Learn-
ing problems involving aggregation trees.

No list of Big Data Technologies can be considered com-
plete without the mention of Parallel Databases, a heavily
researched [20, 9, 21] area in the period from the early 1980s
to the mid 1990s. Commercially, Teradata [30] and NonStop
SQL [31] were tremendous successes in the parallel database
space. DeWitt and Gray [19] describe important princi-
ples surrounding partitioned-parallel data computation us-
ing shared-nothing computers; the very same principles gov-
ern the operation of all the “modern” Big Data systems
mentioned earlier in this section. A longer discussion of Big
Data technologies can be found in [11].

3. TUTORIAL OUTLINE
The outline for the tutorial is as follows:

1. Background: Parallel Database Systems

• Shared Everything vs. Shared Disk vs. Shared
Nothing Systems

• Three Forms of Parallelism in Parallel Database
Systems: Pipelined Parallelism, Partitioned Par-
allelism, and Independent Parallelism

• Parallelization Metrics: Speedup and Scaleup

• A Case Study: Gamma

2. MapReduce and Hadoop

• The MapReduce Programming Model

• The Hadoop Platform

– Hadoop Distributed File System (HDFS)

– Fault-Tolerance in MapReduce

• Examples

– Word Count

– Join and Aggregate Processing

3. High-Level Languages for Big Data

• PigLatin

• HiveQL

• ASTERIX Query Language (AQL)

4. Alternative Data-Parallel Platforms

• Overview of the Space of Big Data Platforms

• Case Studies

– Hyracks

– Stratosphere (Nephele/PACTs)

5. Key-Value Stores

• Key Value API

• Consistency in Key-Value Stores

• Case Studies

– Cassandra

– HBase

– PNUTS

6. Specialized Systems

• Pregel

• Iterative-Map-Reduce-Update
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