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Preface

For over two decades, the International Conference on Management of Data (COMAD), mod-
eled along the lines of ACM SIGMOD, has been the premier international database conference
hosted in India by Division II of Computer Society of India, CSI. The first COMAD was held in
Hyderabad in 1989, and it is wonderful that in its 25th year it has returned to Hyderabad. The
20th edition in the COMAD series is held at the campus of International Institute of Informa-
tion Technology (IIIT) Hyderabad, from December 17-19, 2014.

COMAD seeks to provide the community of researchers, practitioners, developers and users
of data management technologies, a forum to present and discuss problems, solutions, inno-
vations, experiences and emerging trends. Keeping with the fast changing landscape of data
management and analytics, the scope of COMAD 2014 has evolved to include emerging topics
in Big Data Analytics, Web, Information Retrieval, Data Mining and Machine Learning in addi-
tion to the traditional topics in data management.

This year’s call for papers attracted 63 research submissions from across the world. Each re-
search paper was rigorously reviewed by at least three members of the program committee,
which featured 26 data management experts from academia and industry from 4 different con-
tinents. After in-depth discussions, we selected 6 high-quality research papers for presentation
at the conference, 2 industry research papers, 6 poster presentations and 3 demonstrations.

COMAD 2014 features three keynote talks by Prof. S. Muthukrishnan (Rutgers University and
Microsoft Research), Prof. Renée Miller (University of Toronto, Canada), and Srini V. Srinivasan
(Founder and VP of Engg. and Operations, Aerospike Inc.). The keynotes focus on very differ-
ent aspects of “Big-Data” challenge - algorithms, curation and engineering. The program also
hosts 3 tutorials from leading experts covering entity extraction and disambiguation, data min-
ing over large-scale software repositories and how it can help software engineering, and mining
massive-scale web repositories. We also continued the tradition started by COMAD in 2010 to

invite Indian authors of papers published in premier international conferences to Fresent their
work at COMAD. This year features 2 papers from SIGMOD, and one paper each from PVLDB,
KDD and ICDE from this year.

This time, COMAD 2014, also has the opportunity to have a special invited session with Prof.
Jayant Haritsa (IISc) who was awarded the prestigious Infosys Prize this year, adding to an
already long list of his honors.

To ensure visibility of COMAD beyond this conference, these proceedings will also be available
through ACM SIGMOD and DBLP.
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We would like to thank all the members of the COMAD Organizing Committee and the COMAD
Program Committee for their generous support, enabling us to put together such a high-quality
program. We are also grateful for the support and generosity of our sponsors. Without our sil-
ver sponsors Microsoft, Google, Infosys and Honeywell as well as our bronze sponsor Progress,
this conference would not be possible. We also thank IIIT-Hyderabad for providing a campus
for the conference. Finally, we acknowledge the sustained cooperation and assistance extended
by the Computer Society of India in organizing this event.

In closing, we welcome you to the COMAD 2014 conference in Hyderabad and hope you will
have a fruitful and stimulating experience.
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The Sublinear Approach to Big Data Problems

(Keynote)
Prof. S. Muthukrishnan
Department of Computer Science
Rutgers University

muthu@cs.rutgers.edu

ABSTRACT

We will discuss approaches to solving Big Data problems that use sublinear resources such as storage, communication, time,
processors etc. We will also discuss potential models of computing that arise from this perspective. Finally, we will discuss
new Big Data problems that arise from social network analysis, including ranking, scoring and others.

Biography

Muthu is a Professor in Rutgers Univ. and on leave. His research focus is on algorithms and databases. His recent research
is on analyzing massive data streams and on Economics and optimization problems in online ad systems.
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Big Data Curation

(Keynote)
Prof. Renée Miller
Department of Computer Science
University of Toronto

miller@cs.toronto.edu

ABSTRACT

A new mode of inquiry, problem solving, and decision making has become pervasive in our society, consisting of applying
computational, mathematical, and statistical models to infer actionable information from large quantities of data. This
paradigm, often called Big Data Analytics or simply Big Data, requires new forms of data management to deal with the
volume, variety, and velocity of Big Data. Many of these data management problems can be described as data curation.
Data curation includes all the processes needed for principled and controlled data creation, maintenance, and management,
together with the capacity to add value to data. In this talk, I describe our experience in curating some open data sets. I
overview how we have adapted some of the traditional solutions for aligning data and creating semantics to account for (and
take advantage of) Big Data.

Biography

Prof. Rene Miller received BS degrees in Mathematics and in Cognitive Science from the Massachusetts Institute of Technology.
She received her MS and PhD degrees in Computer Science from the University of Wisconsin in Madison, WI. She is a Fellow
of the Royal Society of Canada (Canada’s National Academy) and the Bell Canada Chair of Information Systems at the
University of Toronto. She received the US Presidential Early Career Award for Scientists and Engineers (PECASE) , the
highest honor bestowed by the United States government on outstanding scientists and engineers beginning their careers and
the National Science Foundation Career Award. She is a Fellow of the ACM, a former President of the VLDB Endowment,
and was the Program Chair for ACM SIGMOD 2011 in Athens, Greece. Her work has focused on the long-standing open
problem of data integration and has achieved the goal of building practical data integration systems. She was a co-recipient
of the ICDT Test-of-Time Award for an influential 2003 paper establishing the foundations of data exchange.
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Lessons Learned in Building Real-time Big Data Systems

(Keynote)

Srini V. Srinivasan
Founder and VP Engineering & Operations

Aerospike

srini@aerospike.com

In the Age of the Customer, enterprises must modernize their
application infrastructure to use real-time big data to attract,
engage and retain consumers across devices, media and channels.
Processing massive amounts of data in real-time creates a
competitive advantage that has an enormously positive impact on
business.

It has been clear now for a long time that lower latency means
higher sales for Internet enterprises. In fact, Internet sites
routinely lose users to other sites that support lower latency. E.g.,
Amazon found every 100ms of latency cost them 1% in sales.
Google found an extra .5 seconds in search page generation time
dropped traffic by 20%[1].

Therefore, predictable low latency is a sure fire way to win in the
marketplace. Nowhere has this been more apparent than in the
growth of Real-Time Bidding (RTB) systems for delivering
digital advertising.

RTB has been effectively used to monetize “long tail” (remnant)
inventory and target users across websites and mobile apps,
anywhere they might be on the Internet. In fact, RTB has been the
key factor driving the enormous growth in digital advertising
worldwide. Low latency is a lynchpin of the RTB system, where
the entire process from click to view must complete in under 150
milliseconds.

Platform companies realized the critical nature of keeping this
contract[2]. At the center of such a business is fast access to data.
Note that the user data in an RTB system is changing constantly
since the choice of actions at every user visit needs to take into
account past behavior of that user. So, such RTB applications
need databases that provide predictable sub-millisecond latency
for reads in the presence of heavy write load.

Clearly traditional systems are not sufficient for this. It has been
known for a while that Database Systems need a complete
rewrite[3]. Even most of the first generation NoSQL systems are
inadequate. Some of the RTB majors have used custom systems
they developed on their own on top of other inadequate systems.
In fact, building a fast in-memory system on top of a slow
Database could be a “fate worse than death”[4]. The most
successful companies use ultra-fast clustered systems[5] or single
node systems[6]. These systems work quite well on bare metal[7]

Permission to make digital or hard copies of all or part of this work for
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copies bear this notice and the full citation on the first page. To copy
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or in the cloud[8].

System developers and operators face several issues while
deciding to use such a new Database system for their applications:

From the application point of view, the system needs to be
able to deliver extremely low latency for reads in the
presence of heavy write load. This is an especially hard
problem to solve for traditional databases. In addition, the
system must provide support for queries in addition to
simple (and fast) key value access.

It is important that applications work in both cloud based
virtual deployments as well as on bare metal data center
deployments. Specifically, it is critical that applications
work on commodity hardware with no special purpose setup
needed for launch.

As more and more mainstream enterprises move to low
latency applications, it is important to avoid sacrificing
consistency at the altar of availability[9]. The best systems
are those that make judicious choices and provide
availability and consistency with high performance in a
wide variety of useful scenarios[10]. For example,
minimizing network partitions considerably reduces the
negative effects of the CAP theorem and it is hard but not
impossible to provide ACID support.

Parallelism is quite powerful both within a node as well as
across nodes. Harnessing the best performance and scaling
up on one node and scaling out are both important. For
example, using a hybrid in-memory system using both
DRAM and SSD (Flash), one can run a 14-node cluster
using a DRAM/SSD configuration instead of a 186-node
cluster using a pure DRAM system. Such a cluster will still
provide sub-millisecond latency, but do so at a ten times
lower cost than pure DRAM systems.

Operational excellence is necessary to ensure that a service
runs 24X7. All code should be written so that it can run as a
service. Extremely high performance (e.g., 1 million TPS
per node) provides sufficient headroom for making sure that
failures can be handled seamlessly. Additional capacity can
also be used to provide better consistency in the presence of
failures.

High performance in a system can be achieved by ensuring
that software takes maximum advantage of the performance
of hardware. Techniques that are useful: using multiple
threads, reference counts to avoid data copies, efficient
memory usage (e.g., restricting the index entries to 64 bytes,
the same as a cache line), real-time prioritization algorithms
to keep the system running smoothly, etc.



To conclude, by making appropriate choices, predictable low
latency can co-exist with enough consistency in the vast majority
of big data systems. This will enable enterprises to build real-time
applications that add to the top line of every Internet enterprise.

Author:

Srini V. Srinivasan, founder and VP Engineering &
Operations

Srini brings 20-plus years of experience in designing, developing
and operating Web-scale infrastructures, and he holds over a
dozen patents in database, Internet, mobile, and distributed system
technologies. Srini co-founded Aerospike to solve the scaling
problems he experienced with relational databases at Yahoo!
where, as senior director of engineering, he had global
responsibility for the development, deployment and 24x7
operations of Yahoo!’s mobile products, in use by tens of millions
of users. Srini also was chief architect of IBM’s DB2 Internet
products, and he served as senior architect of digital TV products
at Liberate Technologies. Srini has a B.Tech in Computer Science
from IIT Madras and a M.S. and PhD in Databases from
University of Wisconsin-Madison.
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Entity Linking: Detecting Entities within Text

Deepak P!

Sayan Ranu?

LIBM Research — India, Bangalore, India
2Dept. of CS&E, IIT Madras, Chennai, India

deepak.s.p@in.ibm.com

1. MOTIVATION AND SUMMARY

With unstructured text on the web and social media increasing
at a furious pace, it is all the more important to develop techniques
that can ease semantic understanding of text data for humans. One
of the key tasks in this process is that of entity linking; identify-
ing mentions of entities in text. Consider the line that reads “The
Prime Minister came under harsh criticism over the Immigration
Act 2014” Without any additional context, it is not obvious to hu-
mans as to who is being talked about. An entity linking technique
that has the entity database at its disposal, however, can easily fig-
ure out that the mention Prime Minister refers to the Prime Minister
of UK since the mention of Immigration Act 2014 in the same sen-
tence narrows down the search space from the set of all countries
that have Prime Ministers to just UK. Such linking of text doc-
uments to entities enables easier understanding for the reader, as
well as improved accuracy in automated tasks such as text docu-
ment clustering, classification and information retrieval.

With the advent of social media, the set of entities that have a
presence on the web has increased from just famous places, objects
and people, to everyone that has a social media presence, which
is to say, virtually the vast majority of human beings. Availabil-
ity of such a heterogeneous set of entities ranging from those in
domain-specific ontologies to social media profiles provides fresh
challenges and opportunities for entity linking. In this tutorial, we
will cover the set of entity linking techniques that have been pro-
posed in literature over the years, and provide a systematic survey
of them with classifications along various dimensions. We will also
explore the applicability of entity linking on noisy and short texts,
such as those generated in microblogging platforms (ex. Twitter),
and elaborate on the new challenges for entity linking that have not
quite received enough attention from the scholarly community.

2. TUTORIAL ORGRANIZATION

We propose to organize this as a 1.5 hour tutorial. A brief outline
of the tutorial content is as follows:

e Introduction (10 minutes)

— In this segment, we will introduce the task of entity
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linking with examples as well as technical formalisms.
We will motivate the problem and illustrate how en-
tity linking can help in improving traditional learning
tasks such as classification and clustering. We will also
outline how entity linking differs from closely related
tasks such as information extraction and named-entity
detection.

e Considerations in Entity Linking (25 minutes)

— We will next introduce the three phases of entity link-
ing, viz., mention detection, candidate discovery and
entity assignment. Of these, we will particularly focus
on the three criteria that are used in the last phase of
entity assignment, i.e., entity popularity, entity-mention
similarity and document-level coherence. We will out-
line the measures that are often used in quantifying each
of these notions; for example, entity popularity is of-
ten quantified using anchor texts [3], whereas entity-
mention similarity is estimated using text similarity met-
rics [1]. Document-level coherence of entities, on the
other hand, is a set-level property and is estimated us-
ing graph-mining techniques such as in AIDA [8].

e Classification of Entity-Linking Techniques (15 minutes)

— Entity Linking methods may be classified based on var-
ious attributes; in this section, we will analyze entity
linking techniques with respect to two major attributes,
those pertaining to usage of supervision and document
length. Along the first dimension, we will outline the
usage of supervision in techniques such as those in [5]
and [7] and the approaches followed by the more popu-
lar paradigm of unsupervised entity linking [4, 3]. Most
entity linking techniques focus on document-type arti-
cles; in this context, we will also delve into techniques
that deal with short texts [2] and tweets [6].

e Evaluation of Entity Linking (10 minutes)

— Entity Linking techniques are evaluated using common
IR-based metrics such as precision, MAP, MRR and
NDCG when ranked lists are output by the techniques '.
On the other hand, if the entities are returned as sets,
set-based evaluation metrics such as recall and F-measure
are used. We will introduce these metrics and provide
intuitions on which metrics are suitable for various sce-
narios.

"http://nlp.stanford.edu/IR-book/html/htmledition/evaluation-of-

ranked-retrieval-results-1.html



e Resources for Entity Linking (10 minutes)

— Towards motivating the audience to consider entity link-
ing as a field of study and/or exploration, we will out-
line the various resources that are readily available on

the web. These include entity repositories such as Wikipedia®,

Yago® as well as numerous text collections. We will
also include pointers to entity linking systems that can
be accessed on the web.

e Challenges in Entity Linking (10 minutes)

— In this segment, we will systematically explore chal-

lenges that have received limited attention from the schol-

arly community. These include tasks pertaining to en-
tity linking on new entity datasets (e.g., social media
profiles) as well as new kinds of document datasets
(e.g., scholarly articles, web search queries etc.). Addi-
tionally, we will also spend some time discussing meth-
ods by which entity linking techniques can enhance gen-
eral Information Retrieval.

e Conclusions and Discussion (10 minutes)

3. TARGETED AUDIENCE & EXPECTATIONS

This tutorial is targeted towards computer scientists interested in
the field of data analytics, which includes graduate students and
faculty members from academia as well as industry professionals.
The tutorial is organized in a self-contained way and does not as-
sume any particular expertise from the audience. By the end of
the tutorial, the goal is to expose the audience to the diverse set of
problems arising in entity linking, demonstrate how these problems
translate to real life applications, and finally, equip attendees with
technical insights on how these problems can be solved.

The tutorial is of interest to the COMAD audience since entity
linking from text data is a vibrant and active research area due to the
omniprescence of social networks in human lives. The tutorial will
survey techniques from top publication venues while maintaining a
striking balance between the theoretical concepts and their practical
importance.

4. BRIEF BIOGRAPHY

Deepak P: Deepak is a researcher in the Information Management
Group at IBM Research - India, Bangalore. He obtained his B.Tech
degree from Cochin University, India followed by M.Tech and PhD
degrees from IIT Madras, India, all in Computer Science. His cur-
rent research interests include Similarity Search, Spatio-temporal
Data Analytics, Graph Mining, Information Retrieval and Machine
Learning. He is a senior member of the ACM and IEEE.

Sayan Ranu: Sayan is an Assistant Professor at IIT Madras. Prior
to joining IIT Madras, he was a researcher in the Information Man-
agement group at IBM Research - India, Bangalore. He obtained
his PhD from University of California, Santa Barbara. His current
research interests include spatio-temporal data analytics, graph in-
dexing and mining, and bioinformatics.

Zhttp://en.wikipedia.org
3http://www.mpi-inf.mpg.de/yago-naga/yago
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Kashvi: A Framework for Software Process Intelligence

Ashish Sureka
[IT-Delhi, India
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ABSTRACT

Software Process Intelligence (SPI) is an emerging and evolv-
ing discipline involving mining and analysis of software pro-
cesses. This is modeled on the lines of Business Process
Intelligence (BPI), but with the focus on software processes
and its applicability in software systems. Process mining
consists of mining event log and process trace data for the
purpose of process discovery (run-time process model), pro-
cess verification or compliance checking (comparison between
design-time and run-time process model), process enhance-
ment and recommendation. Software Process Mining or In-
telligence is a new and emerging discipline which falls at the
intersection of Software Process & Mining, and Software &
Process Mining. Software Process Mining is integral to dis-
covering and verifying the processes in a software system.

Software Process Mining is a three word phrase which can
be viewed from two perspectives: Software + Process Min-
ing and Software Process + Mining. Software development
and evolution involves usage of several workflow manage-
ment and information systems and tools such as Issue Track-
ing Systems (ITS), Version Control Systems (VCS), Peer
Code Review Systems (PCR) and Continuous Integration
Tools (CIT). Such information systems log data consisting
of events, activities, time-stamp, user or actor and context
specific data. Such events or trace data generated by infor-
mation systems used during software construction (as part
of the software development process) contains valuable in-
formation which can be mined for gaining useful insights and
actionable information. In this paper, we present Kashvi: A
Framework for Software Process Intelligence

Categories and Subject Descriptors
H.2.8 [Database Applications]: Data Mining

Keywords

Automated Software Engineering, Business Process Intelli-
gence (BPI), Mining Software Repositories, Process Mining,
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Software Process Intelligence

1. PROCESS MINING

Process mining is an area at the intersection of business
process intelligence and data mining consisting of mining
event logs from process aware information systems for the
purpose of process discovery, process performance analysis,
conformance verification, process improvement and organi-
zational analysis. The approaches and algorithms within
process mining enables information extraction from event
logs or traces generated as a result of execution of a business
process [7][8]. An audit trails of a workflow management
system within a health-care organization (Hospital Informa-
tion Management System) can be used to discover models
describing processes and organizations. Similarly, the trans-
action logs of an enterprise resource planning system within
a manufacturing unit can be used to discover models describ-
ing processes which can be used for process conformance and
verification [7][8]. The event logs consists of several events.
Each event in the event-log refers to an activity which is a
well-defined step within the business process. Each event
also refers to a case or trace (i.e., a process instance). Each
event can have a performer also referred to as originator (the
actor executing or initiating the activity) and events have a
timestamp. The events in the event-logs are totally ordered
(7][8].

ProM' (an abbreviation for Process Mining framework) is
a Free and Open Source tool as well as framework for pro-
cess mining algorithms. ProM provides a usable and scalable
platform to process analysts and developers of the process
mining algorithms. The architecture of ProM is such that
it is easy to extend using plug-ins. ProM consists of several
types of plug-ins. Mining plug-ins which implement mining
algorithm to construct a Petri-Net based on an event log.
Import and Export plug-ins, Analysis plug-ins and conver-
sion plug-ins (which implement conversions between differ-
ent data formats, e.g., from EPCs to Petri-Nets)

2. MINING SOFTWARE REPOSITORIES

Large and complex software projects use defect track-
ing systems for managing the workflow of bug reporting,
archiving, triaging and tracking. Version control or source
code control systems are used to manage changes to project
files and documents. Peer code review systems are used to
manage peer review of source code before committing the

"http://www.processmining.org/prom /start
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Figure 1: Kashvi: A Framework for Software Process Intelligence. Figure showing the Software Repositories,

Data getting generated during Construction of Softwar
Encountered by Practitioners

source code to identify defects though inspection. Com-
munity based Q&A websites for programmers and online
forums are widely used by developers for asking questions
and sharing knowledge. Bug databases, version archives,
source code repository, peer code review system, commu-
nity based Q&A websites, mailing lists and online forums
for programmers are software repositories containing large
volumes of valuable structured data and unstructured data
(free-form text) entered by developers during the software
development process. For example, a bug report typically
contains information describing the problem, application en-
vironment, steps to reproduce and stack trace. A source
control system contains information regarding the files that
were revised, the changes that were made, developer who
made the change, developer comments and time-stamp.
These repositories have been primarily serving the pur-
pose of archiving information or recording keeping. Mining
Software Repositories (MSR) researchers have investigated
social network analysis, data mining, machine learning and
information retrieval based approaches to analyze software
repositories to uncover interesting patterns and knowledge
which can be used to support developers in the process of
software maintenance. The work on Mining Software Repos-
itories is based on the premise that historical data present in
software repositories can be mined to derive actionable infor-
mation resulting in increased productivity and effectiveness
of developers [1][9]. Researchers have also conducted field
studies and survey of practitioners to understand problems
encountered by them and developed mining software repos-
itories based solutions to address the problems encountered
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e, Mining Techniques, Practitioners and Problems

by developers and project teams [1][9]. Some of the general
themes® within MSR are: analysis of software ecosystems
and mining of repositories across multiple projects, mod-
els for social and development processes that occur in large
software projects, prediction of future software qualities via
analysis of software repositories, models of software project
evolution based on historical repository data, characteriza-
tion, classification, and prediction of software defects based
on analysis of software repositories, techniques to model re-
liability and defect occurrences, search-driven software de-
velopment, including search techniques to assist developers
in finding suitable components and code fragments for reuse,
and software search engines, analysis of change patterns
and trends to assist in future development and Visualiza-
tion techniques and models of mined data [1][9].

3. SOFTWARE PROCESS INTELLIGENCE

Software Process Intelligence (SPI) is an emerging and
evolving discipline involving mining and analysis of soft-
ware processes. This is modeled on the lines of applica-
tion of Business Intelligence techniques to business processes
(Business Process Intelligence (BPI)), but with the focus on
software processes and its applicability in software engineer-
ing and information technology systems. Software Process
Mining or falls at the intersection of Software Process &
Mining, and Software & Process Mining. It is a three word
phrase which can be viewed from two perspectives: Software
+ Process Mining and Software Process + Mining. Software

http://2015.msrconf.org/



development and evolution involves usage of several work-
flow management and information systems and tools such
as Issue Tracking Systems (ITS), Version Control Systems
(VCS), Peer Code Review Systems (PCR) and Continuous
Integration Tools (CIT). Such information systems log data
consisting of events, activities, time-stamp, user or actor and
context specific data. Such events or trace data generated by
information systems used during software construction (as
part of the software development process) contains valuable
information which can be mined for gaining useful insights
and actionable information [5][6].

Figure 1 illustrates the broad framework for Software Pro-
cess Intelligence. As shown in Figure, the framework con-
sists of software repositories (version control system, issue
tracking system, peer code review system, community based
Q& A websites, source code repositories and developer mail-
ing lists) containing data generated as part of constructing a
software. Figure 1 shows the complete software development
process: requirements engineering, design, implementation,
test and maintenance. Software Process Intelligence con-
sists of applying machine learning, information retrieval, so-
cial network analysis, text analytics and data mining based
techniques on the software engineering data to extract ac-
tionable information aimed at solving problems encountered
by practitioners. Figure 1 shows the practitioners (tester,
triager, developer, project manager, quality assurance man-
ager, requirements engineer) and some of the technical prob-
lems (defect prediction, identifying fault-prone entities, bug
localization, automatic bug triaging, bug report allocation
and expertise modeling)

Software Process Intelligence has diverse applications and
is an area that has recently attracted several researcher’s at-
tention due to availability of vast data generated during soft-
ware development. Some of the business applications of pro-
cess mining software repositories are: uncovering runtime
process model, discovering process inefficiencies and incon-
sistencies, observing project key indicators and computing
correlation between product and process metrics, extracting
general visual process patterns for effort estimation and an-
alyzing problem resolution activities [2][3][5][6]. Some of the
themes within Software Process Intelligence are: Big-Data
and scalability issues in software process intelligence, Inte-
gration of agile development methods and process mining,
Metrics for software process intelligence, Predictive analy-
sis using process mining results, Privacy and confidential-
ity aspects in software process intelligence, Process mining
for software process assessment and improvement, Program
workflow mining, Relationship between effect of software
process intelligence and organizational performance, Soft-
ware process intelligence tool support, Software process in-
telligence in small and medium scale enterprises, Software
quality and use of software process intelligence, Techniques
to monitor software processes, Visualization in software pro-
cesses, Visualization of software process mining and/or con-
formance results.

Mittal et al. present an approach for mining the process
data (process mining) from software repositories archiving
data generated as a result of constructing software by stu-
dent teams in an educational setting [4]. They present an
application of mining three software repositories: team wiki
(used during requirement engineering), version control sys-
tem (development and maintenance) and issue tracking sys-
tem (corrective and adaptive maintenance) in the context of
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an undergraduate Software Engineering course [4]. Gupta et
al. present an application of process mining three software
repositories (ITS, PCR and VCS) from control flow and or-
ganizational perspective for effective process management
[3]. They discover runtime process model for bug resolu-
tion process spanning three repositories using process min-
ing tool, Disco, and conduct process performance and effi-
ciency analysis. They identify bottlenecks, define and detect
basic and composite anti-patterns. In addition to control
flow analysis, they mine event log to perform organizational
analysis and discover metrics such as handover of work, sub-
contracting, joint cases and joint activities [3]. Gupta et al.
apply business process mining tools and techniques to ana-
lyze the event log data (bug report history) generated by an
issue tracking system with the objective of discovering run-
time process maps, inefficiencies and inconsistencies. They
conduct a case-study on data extracted from Bugzilla issue
tracking system of the popular open-source Firefox browser
project [2].
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ABSTRACT

With the proliferation of very large data repositories hid-
den behind web interfaces, e.g., keyword search, form-like
search and hierarchical/graph-based browsing interfaces for
Amazon.com, eBay.com, etc., efficient ways of searching, ex-
ploring and/or mining such web data are of increasing im-
portance. There are two key challenges facing these tasks:
how to properly understand web interfaces, and how to by-
pass the interface restrictions. In this tutorial, we start with
a general overview of web search and data mining, including
various exciting applications enabled by the effective search,
exploration, and mining of web repositories. Then, we focus
on the fundamental developments in the field, including web
interface understanding, sampling, and data analytics over
web repositories with various types of interfaces. We also
discuss the potential changes required for query processing,
data mining and machine learning algorithms to be applied
to web data. Our goal is two-fold: one is to promote the
awareness of existing web data search/exploration/mining
techniques among all web researchers who are interested
in leveraging web data, and the other is to encourage re-
searchers, especially those who have not previously worked
in web search and mining before, to initiate their own re-
search in these exciting areas.
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ABSTRACT

Querying indoor information has become important with in-
creasing demand for indoor pervasive applications in vogue.
A number of applications have been developed like indoor
navigation, localization etc., which work on the modeled
indoor data. Different models like geometric, spatial and
topological models exist for the indoor space. Existing query
languages are model specific, and not user friendly. We pro-
pose a querying system which will work irrespective of the
underlying model by hiding the complex details of the indoor
model from the user. A querying framework is developed
which abstracts out basic entities and primitive operators
from multiple models. A text-based query language for the
indoor space is built on this framework. A visual querying
interface is developed which further simplifies the task of
querying.

Index Terms- indoor information modeling, querying frame-
work, visual querying

1. INTRODUCTION

Indoor information modeling and management has gained
significance, with a large number of applications like indoor
navigation, localization, asset management etc operating on
the indoor space. To support these applications an effective
querying framework over indoor space is necessary. Exist-
ing querying systems over indoor space have been developed
based on the underlying indoor models like geometric, spa-
tial and topology based models [7]. Models constructed for
the indoor space, represent its entities like rooms, doors etc,
relations between the entities and a set of constraints. Each
model deals with different aspects of an indoor space. Spa-
tial models represent the spatial attributes of entities and
relations, topology based models represent the space as a set
of entities connected by a set of relations[11] etc. Each model
is stored in suitable databases and querying is done using

9This work has been funded in part by DST(India) grant
DyNo. 100/IFD/2764/2012-2013
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the general purpose query languages supported by them.

The current query languages which support querying over
indoor models (e.g. SQL which supports spatial models
[16], Cypher Query Language that supports topology based
model [1] and BIMQL for Building Information Models that
supports a semantic model [12]) have a syntax that is diffi-
cult for use by non-professional users. These languages use
complex terminologies, and are tightly coupled with the un-
derlying modeling framework. The user needs to be familiar
with the specific terminologies associated with a framework,
and the way in which the space is modeled, each time he
queries the data model stored. In current systems, to query
an indoor space, a naive user has to either directly query
the underlying database using the associated general pur-
pose query language or use an existing model specific lan-
guage making the querying complicated. This necessitates
development of a generalized query language which can work
above multiple indoor data models.

The next challenge is that existing query languages over
indoor space are complex i.e, though they use SQL like syn-
tax, the queries are long and complicated. For instance for
finding a path between two points in the indoor space, a
function has to be written in the underlying language. There
are no simple and direct constructs that can help users spec-
ify such queries easily. While such constructs have been de-
veloped for outdoor spatial applications, it has not been de-
veloped in the indoor domain to the best of our knowledge.
Also, to ease the querying process further, effective visual
querying systems are needed, as there are no known visual
query interfaces for indoor spaces. Compared to text-based
querying, visual querying mechanisms simplify the task of
querying and provide an increased level of comprehension
[13]. The user friendliness of querying can hence be im-
proved by adopting a visual querying interface.

In this paper, we address the above issues by developing a
model independent querying framework for the indoor space.
This querying system can be used in different application
scenarios irrespective of the underlying data models. Along
with providing a model independent querying system, the
work aims to enhance the user’s querying experience, by
defining an indoor query language that can help construct
indoor queries easily both using SQL like syntax and a visual
query interface.

To achieve these goals, we develop a querying framework
which abstracts out the basic entities and operators which
are common to multiple models. Based on this querying
framework, SQL type text-based query operators are devel-
oped. An SQL type query language is developed as SQL



syntax shares similarities with most of the existing query
languages. A visual querying component is added above
this language to help the user construct queries with much
ease and improved comprehension. For using the querying
system above multiple data models, translation modules are
designed to translate the input queries to the general pur-
pose languages supported by the models.

The rest of the paper is organized as follows : Section II
and III present the related work and illustrate the architec-
ture of the proposed indoor querying system. Section IV
deals with design of the model independent querying frame-
work along with its evaluation. The query translation and
its evaluation are discussed in Section V. Conclusion and
future directions are given in Section VI.

2. RELATED WORK

Our goal in this paper is to design a querying framework
that is model independent and is user friendly. In this sec-
tion, we detail the existing spatial querying approaches for
both indoor and outdoor space, and motivate the need for
our work.

One of the primary problems in querying spatial data is
the complex syntax of the spatial functions. To address this,
one of the earlier approaches to make querying over spa-
tial data more easier is to use Structured Query Language
(SQL) extensions. Works based on this approach, add func-
tionalities to SQL for supporting spatial queries like shortest
path and nearest neighbor queries. One such query language
developed for spatial databases is Spatial SQL [8]. This
provides support for spatial data types like lines and poly-
gon, operators like intersects, disjoint etc., and predicates
over SQL. Some systems, additionally use an interface that
allows for spatial objects used in the queries to be picked
from the screen. Another work with a similar approach is
GEOQL (GEOgraphic Query Language) [14] that defines a
similar set of spatial predicates for geographical data. In
[3], a spatial query language for building information mod-
els is designed by adding extensions to SQL. It defines a
set of geometric operators between objects in a 3D space
by designing a 9IM (9 Intersection model). The operators
defined are ‘contain’, ‘disjoint’, ‘equal’, ‘overlap’, ‘touches’
and ‘within’ between the geometries. In this language how-
ever, the specific terminologies in terms of IFC (Industry
Foundation Classes) standard like IfcSpace, IfcDoors, etc.
are used in the queries, making it difficult to use.

Another approach is to define a new language for a partic-
ular domain. A domain specific query language captures the
semantics of the domain better than a general purpose query
language. BIMQL (Building Information Model Query Lan-
guage) [12] is an open source spatial query language devel-
oped for the spatial analysis of building information models.
This is an improvement to the previously mentioned work
that extended SQL for building information models. Build-
ing Information Modelling(BIM) is the standardization of
IFC(Industry Foundation Classes) based models of build-
ings. The IFC specific terminologies like IfcDoor, IfcStan-
dardWallCase etc., are replaced by natural language terms
like ‘doors’, ‘walls’ etc. The language hides the complex
terminologies involved in the IFC based modeling but does
not reduce the complexities of query syntax. In addition the
language is still tightly bound to the underlying model.

An indexing for the trajectories and a query language for
finding the indoor objects is proposed in [10]. It uses two R-
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Tree based structures to represent the user trajectories. The
queries defined are of the format, Q(Es, Ft, P) where Fs is
an indoor space partition, F; is the temporal extent and P
is the topological predicate. This primarily is designed to
support trajectory based querying and is not extensible to
general indoor querying.

In order to support the heterogeneity in GIS data, a Vir-
GIS mediation system is proposed in [4] for the outdoor
space. There exist different data sources for GIS data (e.g.
topographic maps, satellite images etc.). The system pro-
posed in this work provides a unified model for supporting
data from different data sources. A global schema is devel-
oped which represents a set of abstract features like roads,
bridges etc. in the outdoor space. Mappings from the global
schema to the underlying local data sources are done us-
ing one to one mappings. The queries issued to the global
schema are converted using the corresponding local schema.

To improve user friendliness of queries several approaches
have been proposed, one of which is to use natural language.
One such system [17] adopts a controlled natural language
interface for GIS(Geographic Information Systems). Since
the introduction of natural language interfaces can lead to
vague inputs from the user, the work proposes a controlled
language interface. A semantic representation of the GIS
queries called Lambda SQL is defined which serves as an in-
termediate representation to the interface. The natural lan-
guage query is converted to the intermediate format which
is then converted to the SQL query with spatial support.
This language works only for outdoor queries and high level
queries describing a building and is not generalizable to any
model.

Another approach to increase ease of querying, is to use
a menu based natural language interface as is proposed in
(MBNLI) [18]. It uses a completion based menu interface
where each word selected by the user is parsed and another
set of words are suggested to construct the query. This helps
overcome issues in natural language queries and prevents the
user from writing vague queries. An extension to MBNLI is
introduced in [5] to support geospatial queries. Here support
for spatial operators such as intersects, contains, touches,
covers, disjoint etc. are added as defined in Oracle. The
MBNLI query, termed as LingoLogic query is converted to
the equivalent spatial query. The output is converted to
KML(Keyhole Markup Language) and displayed in Google
Earth. However such approaches are yet to be tested in a
3d space.

Visual querying is another suitable approach, which helps
the user construct queries through visual interactions. Users
need not learn the query syntax as in the text-based query
languages. Visual querying on spatial databases is presented
in [13], where a diagrammatic technique is used based on
a data flow metaphor. The flow of data between the in-
put and output elements through one or more filters visu-
ally represents a query. Spatial entities and spatial relations
(e.g. disjoint, touches, crosses, in etc.) are defined, which
interact in constructing spatial queries. Another work [2]
presents a prototype implementation of Spatial-Query-By-
Sketch which is a sketch based user interface to query GIS
data. While the previous work involves using a set of icons
for querying, this approach processes the sketch drawn by
the user to convert it into a canonical form called digital
sketch. This format identifies the entities, their topological
and directional relations.



While several querying approaches are available as men-
tioned above, they are developed to suit a particular mod-
elling framework. Also, visual querying which makes the
task of querying the most simpler is not implemented for
indoor information. We develop a generic query language to
support the various(spatial, geometric and topology based)
models of the indoor space. Additionally a visual querying
interface that helps enhance the user’s experience of building
the queries is introduced in the system.

3. ARCHITECTURE OF THE INDOOR QUERY-

ING SYSTEM

We now explain the architecture of the proposed query-
ing system which will work on multiple models of indoor
space. To achieve this, the system works on a framework
that abstracts out the details that are common to most
used indoor models inorder to construct a generic repre-
sentation. Text-based and visual querying languages are
designed based on this framework. The working of the sys-
tem starts with the user constructing a visual query, which
is converted to the text-based query defined specifically for
indoor spaces. This query is then converted to the corre-
sponding query languages like SQL or cypher query language
associated with the underlying database. Figure 1 presents
the architecture diagram of the indoor querying system pro-
posed in this work. The main modules of this system are
explained as follows.

Visual query
interface
l Definition for
Visual guery visual query
translator language
Textual query Definition for
language textual query
compiler ‘I;ar—uiu—ai/J

Translator
modules

Spatial models

Topology
models

Geometric
models

Figure 1: Architecture of the indoor querying sys-
tem

e Visual query interface
This provides a 3D visualization of the indoor space
through which the user interacts to construct the vi-
sual queries. For each query, a set of visual interactions
are defined like selecting the query type and giving the
query parameters visually.

e Query compilers and translators
These enable the translation of the input visual queries
to a format which can be issued to the stored indoor
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data models. There are two query compiler modules
defined in the system.

— Visual query compiler
The compiler processes the visual query input by
the user to generate the query in corresponding
text-based query language defined in the system.
The relevant details like the query type and query
parameters are extracted and substituted in the
text query syntax.

— Text-based query compiler
This component parses the text-based query to
validate the query syntax and aid its translation.
The compiler on parsing each textual query gen-
erates an abstract syntax tree.

e Translator modules
The parsed text query from the compiler module is
fed to the translator to generate the queries in lan-
guages supported by each databases. Separate trans-
lation modules exist to generate queries in these gen-
eral purpose query languages.(e.g. To SQL for Post-
GIS[16], to cypher queries for Neo4j [1] etc.)

e Databases
Indoor information models are of different types like
geometric, spatial and topological. Based on the data
models, different databases are adopted (e.g. Topology
based model best represented in a graph database like
Neo4j, spatial models represented in PostGIS etc.).

The proposed querying framework works irrespective of
the underlying models. The framework is formulated using
the abstractions from different models. Based on this frame-
work, a text-based and visual query languages are defined.
The translation to the existing general purpose languages
are done by the translator modules defined in the system.
The next section will delve into the conceptual modeling of
our querying framework.

4. MODEL INDEPENDENT QUERY FRAME-
WORK

The primary purpose of this work as mentioned in previ-
ous sections is to generate an indoor querying system that is
generic enough to support any indoor modeling framework.
To achieve this, we propose the underlying framework that
defines the basic indoor entities and primitive operators that
operate in the indoor space. We identify the basic entities
and operators in the main models of indoor space namely
spatial, topological and geometric, and define a minimum
common set that can map to entities and operators of these
models in constant time. The identified entities and oper-
ators in the indoor space are as given below. While these
entities are similar to the definitions of IndoorGML, they
have been defined keeping in mind specifications in the most
common indoor models.

e Space : This represents all the entities which semanti-
cally represent a space in a building’s interior. These
include rooms, corridors, sub-spaces of corridors/rooms
etc. Space is created by a set of boundaries that de-
termine its dimensions.



e Boundary: This corresponds to all the boundary struc-
tures which enclose the space entities in the indoor
space. Boundaries can be classified as navigable bound-
aries and non-navigable boundaries. The non-navigable
boundaries are the boundary components which block
navigation, like the walls. The navigable boundaries
are those which form the boundaries of the space en-
tities and allow navigation, like the doors.

e Transition: Transitions are the entities in the indoor
space which enable the movement from one space to
another. They are the navigable connections which
exist within any indoor environment. Examples of en-
tities which belong to this class are exits, stairs and
elevators.

To demonstrate the completeness of the chosen entities
and operators, we show the correspondence between them
and those in the existing modelling frameworks. The equiv-
alence of entities in different models are shown in Table 1.

Basic En- | PostGIS (spa- | BIM (geo- | IndoorGML
tities tial) metric) (topology
based)
Space Polygons IfcSpace Abstract
Space
Boundary | Polylines IfcWall, Abstract
IfcDoor, Space Bound-
IfcWin- ary
dow
Transition | MultilineString| IfcStair Transfer
Space

Table 1: Entity equivalence

In the spatial model, space is characterised by its ge-
ometry which defines its extent and position in the space
under consideration[11]. This model defines a set of ge-
ometry types like point, polygon, linestring, multilinestring
etc, which is common to spatial database extensions like
PostGIS. The indoor entities are represented as polygons,
polylines or multilinestrings, providing a direct mapping to
the spatial model. In the IndoorGML standard specifica-
tion, which deals with the topology based modeling of in-
door space, a set of classes are defined for entities and a
set of relations between these entities to form the topolo-
gies. The classes defined for the entities are AbstractSpace
to represent an indoor space(e.g. rooms), AbstractSpace-
Boundary to represent boundaries of an indoor space(e.g.
walls), TransferSpace to represent passages from one space
to another(e.g.stairs) etc. [11]. Such mappings can also be
provided to other specifications of the topological model.
Semantic representation is used in the Building Information
Modeling(BIM), which represents a building’s design as a
collection of objects. The underlying modeling of space is
based on geometric modeling. The objects carry their ge-
ometry, attributes and relations [6]. Industry Foundation
Classes(IFC) is the standard which allows representation
and exchange of BIM data. Different classes exist which de-
fines the indoor entity types like IfcSpace, IfcDoor, IfcWalls,
IfcWIndows, IfcStairs etc. The space entity defined in our
framework is an abstraction of IfcSpace, boundary is an ab-
straction of IfcWalls, IfcDoors etc., and transition is an ab-
straction of IfcStairs in BIM.
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Next we define the set of primitive operators through
which the basic entities interact with each other. These
operators form a maximum subset such that they can be
transformed to the operators in any model in constant time.
Table 2 shows the primitive operators which are specified

between each of the above defined entities.

SPACE BOUNDARY| TRANSITION|
SPACE Adjacent, Boundedby, | Linked, Con-
Con- Linked nected
nected,
Overlaps,
Within,
Intersects.
BOUNDARY | Bounds, Intersects, Intersects,
Linked Touches Touches
TRANSITION | Linked, Intersects, Connected
Connected | Touches

Table 2: Primitive operators in proposed Indoor
Query Framework

We define these operators based on relationships between
entities in the indoor space in various contexts. A space is
‘adjacent’ to another space when there is a common bound-
ary between them. Two spaces are ‘connected to’ each other
when there is a navigable boundary like a door or a transi-
tion between them. A space is ‘linked to’ a navigable bound-
ary and a space is ‘bounded by’ a non-navigable bound-
ary. Other standard spatial relations [16] like ‘“ntersects’,
‘touches’, ‘overlaps’ and ‘within’, existing between the en-
tities are also given in Table 2. These primitive operators
specified in this work and their definitions are given in Table
3. The notations are defined as follows: E refers to an en-
tity, G Entity to the geometry of an entity, S refers to space,
N B to navigable boundary, NN B to non-navigable bound-
ary and 7T refers to transition.

To demonstrate the model independence of these operators
and for translating the proposed language to the existing
models, there needs to be a correspondence between the
operators defined in our framework and that of the exist-
ing frameworks. We show the corresponding operators in
the existing modelling frameworks like PostGIS and BIM
in Table 4. The correspondences, either direct or two-step
correspondences are as shown in Table 4.

These operators have either direct or two level correspon-
dence with the operators in existing query languages. The
former include operators which have a direct correspondence
with PostGIS and BIM operators like Intersect, Within,
Touches and Contains. The latter represents the opera-
tors that are equivalent to a combination of operations in
PostGIS and BIM. For instance the ‘Connected’ operator
is defined for spaces S1 and Sa/ transition 75 if both in-
tersect the same navigable boundary in PostGIS. In BIM,
IfcSpace_ 1 is connected to the IfcSpace 2/ IfcTransition 2
if both intersect a navigable boundary such as IfcDoor.

4.1 Proposed query language

Using the specification of entities and operators over these
entities as given above, we now define the proposed indoor
query language. The goal of this language is to cover the in-
door domain specific queries irrespective of the underlying



Primitive op-
erator

Format

Definition

Intersects

E,
B,

Intersects

Returns true when
the geometry of two
entities intersect.

Touches

B:1/Ty
Touches
By /T

Two  entities(B/T)
touch when their
geometries have at
least one common
point but their
interiors do  not
intersect.

Overlaps

S1
So

Overlaps

Two spaces overlap
when their geome-
tries have a common
part but are not com-
pletely contained by
each other.

Within

S1 Within S>

A space lies within
another space when
the geometry of the
former lies com-
pletely inside that of
the latter.

Boundedby

S Boundedby
NNB

A space S is bounded
by a non-navigable
boundary NNB
when their geome-
tries intersect

NNB Bounds | A non navigable
S boundary bounds
a space when they
have intersecting
geometries.

A space has a linked
relation to a nav-
igable boundary or
a transition 7' with
which it intersects.
S; Adjacent | Two spaces are ad-
S jacent when they are
linked or bounded by
a common boundary.
A space is connected
to another space or
transition when they
intersect the same
navigable boundary.

Bounds

Linked S
NB/T

Linked

Adjacent

S; Connected
S/ T

Connected

Table 3: Primitive operator definition

models, and to provide user friendly querying experience.
It is designed so that a single query in the language can
replace a set of multiple queries, in a model specific query
language. For instance, to find all the entities which fall
within a specific range around a given entity, the user has
to write a function which consists of multiple sub-queries in
existing query languages. In addition, the logic for range
querying in 3d space has to be implemented by the user.
This task can be simplified by a single range query syntax
defined in the new language. This section explains the pro-
posed query language and demonstrates how it achieves the
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l Operator [ PostGIS [ BIM ‘
One level correspondence
Intersects ST Intersect (GEg,, | IfcElement:
GE,) not disjoint
I fcElements
Touches ST Touches I fcBuildingElement|
(G, /G1y, touch
GB,/Gry) I fcBuildingElementy
Overlaps ST Overlaps (Gs,, | IfcSpacer  overlap
Gs,) I fcSpaces
Within ST Within (Gs,, | IfcSpacer within
Gs,) IfcSpaces
Two level correspondence
Boundedby | ST Intersect (Gs, | IfcSpace intersect
GNNB) IfcWall/ IfcWindow
Bounds ST _Intersect IfcWall/ IfcWindow
(GnnB, Gs) intersect IfcSpace
Linked ST Intersect IfcSpace intersect
(Gs, Gnyp)  or | lfcDoor/ IfcStair and
ST Intersect (Ggs, | vice versa
Gr) and vice versa
Adjacent ST Intersect I fcSpacer  intersect
(Gs,, GnwnB) && | IfcStandardWallCase
ST _Intersect(Gnnp, | and IfcStandard-
Gs,) WallCase  intersect
I fcSpaces
Connected | ST Intersect 1 fcSpaces inter-
(Gsy,s GnB,) | sect IfcDoor inter-
&& ST Intersect | sect IfcSpaces/
(GNBU Gsz/ GTQ) Ichtairg
Table 4: Equivalence of primitive operators

above objectives.

The indoor query language, is defined to have an SQL like
syntax, with clauses, predicates and expressions, since SQL
like statements are easier to express.

Any query in this proposed query language has the format

‘Find indoor entity where conditions’.

The ‘Find’ clause contains the indoor domain specific en-
tities or items to be selected. This is followed by an op-
tional ‘Where’ clause in which one or more conditions can
be specified similar to an SQL query. The indoor queries
can be broadly classified into the following types: attribute
queries, spatial (e.g. adjacent, k-NN etc.) and geometric
(e.g. finding area, volume).

Attribute queries select the indoor entities based on
some operations on their attributes. An “attribute query”
finds all entities E;’s of the specified type whose attributes
satisfy the conditions given in the query. These queries can
be specified as ‘Find entity where conditions’. For example
‘Find room where type=‘classroom” is an attribute query.

Spatial queries deal with the spatial characteristics of
the entities in the indoor space. Since indoor space is three
dimensional, the spatial queries have to be modified to suit
this space. They involve the use of spatial relations de-
fined in the querying framework. For example, ‘Find ad-
jacent(SPACE)’ , finds all the spaces which have a com-
mon boundary with this space. The common boundary can
also be in the ‘z’ axis i.e., across floors. Similarly a range



Query Syntax Definition Description
category
Attribute | Find  E; | For every E; | Returns all enti-
query where , return E; : | ties of the spec-
E; Attri= | { E;.Attr;= | ified type which
value; && | valuer && | satisfy the condi-
E;. Attro E; Attro= tions specified on
=values.. | values..} its attributes.
Adjacency| Adjacent For every | Two SPACE
query (Si) where | space Sj, | entities are ad-
conditions | return Sj, jacent if they
{ S; adjacent | share a common
S; is true && | boundary (nav-
conditions igable or non
met} navigable)  and
all the conditions
met.
Path Path Returns P | Returns the
query (Sstart, ={ Sstart, | sequence of con-
Send/ S2, .., Sena} | nected spaces
Tend) such that for | or transitions
[not] every S;, S; | between the
through linked  NB; | start and end
E; where | linked S;11/ | entities, with the
conditions | Teng 1s true | conditions met.
&&  E;[not]
in P &&
conditions
met.
Range Range For every | An  entity of
query (Type of | E; , return | the type spec-
entity, E;, :{ p=| ified selected
Sorigin, path(Sorigin if there is an
range to E;) exists | accessible  path
value) && condi- | which falls within
where tions met && | the specified
conditions | length(p) < | range  meeting
range value } | the conditions
specified.
K- Knn For every | Finds the first
nearest (Type of | E; , return | k entities of a
neighbor | entity, E; { p=|given type at
query Sorigin, path(Sorigin closest navigable
k  walue) | to E;) exists | distance from
where and E; is not | the queried en-
conditions | k'™ entity && | tity and meet
conditions the conditions
met} specified.
Volume Find Returns Returns the vol-
Volume(E;)| Volume(E;) ume of the spec-
ified entity cal-
culated based on
the geometry.

Table 5: Indoor query definitions

query aims to find all entities of a specified basic type (space,
boundary or transition) that fall within a specific distance
around a target entity. Here the range is based on navigable
distance, rather than Euclidean distance due to obstacles in
indoor space. The query format is ‘Find range(entity type,
entity, range value)’. Similarly k-nearest neighbour queries
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return k entities, which are at the closest navigable distances
from the origin entity.

Geometric queries deal with the geometric attributes
of the indoor space entities, and they work based on the re-
lationships between geometries. A query to find the volume
of an entity also belongs to this category. The syntax for
this query is defined as ‘Find volume(entity)’.

Navigation queries help find the path between two points
in the indoor space. It can be specified by using the ‘Path’
keyword. The ‘path query’ finds a sequence of spaces {
Sstart, S2, .. , Send} Where each consecutive pair of spaces
in the sequence are connected to each other. A sequence
of connected spaces from the origin space which lead to the
end space are identified. In order to find the shortest path
among these, the navigable distance between the spaces are
given to A* or Dijkstra’s based path finding modules [19].
These queries can include basic shortest path queries or con-
strained path queries, which specify constraints like paths
without stairs etc. In addition, the query language can also
specify queries which are a combination of above queries.
The ‘Where’ clause can be used to combine different types
of queries.

The query language syntax is defined based on the BNF
grammar definitions of SQL(BNF Grammar for ISO/IEC
9075-2:2003- Database Language SQL(SQL-2003))[9]. The
grammar defined for the query language is given in the fol-
lowing part. ANTLR parser generator[15] is used for con-
structing the compiler.

(statement) ::=‘Find’ gstatement [wherestatement]

(gstatement) ::= attributestmnt | adjstmnt | pathstmnt
| knnstmnt | rangestmnt | geomstmnt

(attributestmnt) ::= space | boundary | transition
(adjstmnt) = ‘Adjacent’ ‘(’space‘)’
(pathstmnt) = ‘Path’‘(lentity*, entity‘)’ [passconstraint]
(knnstmnt) = ‘Knn’ ‘Cetype‘, entity*, kval‘)’
(rangestmnt) ::= ‘Range’ ‘(etype‘,’entity‘, range‘)’
(geostmnt) = ‘Volume’ ‘(C entity )’

| ‘Area’ ‘(’ entity )’
(passconstraint) ::= [‘not’] ‘through’ entity
(wherestatemnt) ::= ‘Where’ (conditions)
(conditions) = orExpr
(orExpr) = andexpr (‘Or’ andexpr)*
(andezpr) ::= compexpr (‘And’ compexpr)*
(compezpr) = atom (‘Less’ | ‘Equal’ | ‘Grtr’ atom)?
(entity) = SPACE | BOUNDARY | TRANSITION
(SPACE) ::= room | corridor
(TRANSITION) ::= stair | elevator



(BOUNDARY') ::= walls | windows | doors

(etype) ::= ‘space’ | ‘boundary’ | ‘transition’
(kval) == Num

(range) = Num

(atom) = (fall‘z) | N2 |09+

(Num) 1 0.9+

The grammar defined for the language presents the syntax
definitions for the specific query types which belong to the
different indoor query categories. The syntax for each query
has at least one basic entity in the indoor space among its
parameters. The definition of each query made in terms of
the basic entities and primitive operators that belong to the
query framework developed in this work are as shown in
Table 5.

As shown in the table, the language also supports ad-
ditional constraints to be specified on some queries. For
example, in path query, the user can specify constraints
i.e., whether a path must or must not pass through an en-
tity. This is specified through the ‘passconstraint’ part of
the path query syntax. Additional conditions can be speci-
fied in the ‘where’ clause of each query. This helps provide
completeness to the indoor query language. The query lan-
guage as shown helps provide the user with a simple to use
language where most indoor queries can be specified using
simple constructs. To improve the user experience further,
a visual query interface is proposed which is described next.
The user inputs queries visually and these are converted to
the above defined query syntax. The following subsection
presents the visual composition of queries and the corre-
sponding text-based queries generated in the language de-
fined in this work.

4.2 Visual Query Language for Indoor Spaces

A visual querying interface helps improve the querying
experience of a user, specially in the indoor space. The
user makes visual interactions to construct the queries. This
helps any user query the indoor space without need for an
understanding of the underlying system or model. Addi-
tionally it reduces the chances of syntax errors being made
when writing a text-based query.

The visual querying module designed for the indoor query-
ing framework is presented in Table 6. It constitutes 1) a 3D
visualization of the indoor space, 2) visual primitives/ op-
erators defined for a set of queries and 3) translation mech-
anisms to generate equivalent textual queries. The visual
operators help allow the user to construct the queries in
the indoor space. These operators include the basic opera-
tions like select, point etc, which are common to most visual
query interfaces. In addition we define operators specific to
the indoor space, and the Table 6 show these operators, their
operation and their equivalent text command.

The visual operators are designed in such a way that they
visually express their functionality in 3D indoor space. Most
of them have been adapted from common visual operators
used in current spatial systems. For instance, the operator
for the k-nearest neighbor query is composed of a sphere sur-
rounded by k-smaller spheres denoting the neighbors around
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Visual opera-
tor

Querying mechanism Equivalent

text query

Represents the adja-
' 1 cency of two spaces.

This pointer is placed
on the 3D entity for
which adjacency is to
be found.

Find adjacent
(SPACE)

Find
(Etype,
SPACE,
rangeval)

This  supports  the
E=all range query. A re-
L sizable box is placed
on the entity to be
queried. Increas-
ing/decreasing the
pointer size sets the
range.

range

This represents the
path query. The user
selects the start and
end entities and a link
is drawn between the
entities for finding the
path.

Find path
(Estart,Eend)

° For the K — NN query | Find
o) e a sphere is first gen- | knn(Etype,
erated around the se- | SPACE k)

lected entity. Select-
ing the sphere gener-
ates one small sphere
each time around the
entity. The number of
small spheres denotes
the value of k.

Table 6: Visual query primitives

an entity. Each operator visually explains its intended func-
tionality. Queries like volume queries are defined using the
simple select function and choosing options from the selected
entity. For specifying constraints, menu buttons and text
menus are provided.

Using these primitive visual operators a user can construct
the desired indoor queries. To generate the equivalent text-
based query, we need : 1) type of the query (e.g. adjacency,
range query etc.), 2) entity on which the query is issued and
3) the associated parameters(e.g. value of range in range
query, end entity in path query etc.). These are then sub-
stituted in the corresponding text query syntax. A visual
query interface is designed, which allows the users to in-
teract with the indoor space, and construct queries over it.
Figure 2 shows a prototype visual query interface.

The interface consists of the operators panel, and the can-
vas showing the 3d visualization of the chosen building. The
user selects the type of the query using the visual compo-
nents (Table 6) presented in the top left side of the interface.
Then an entity of interest is picked from the 3D visualiza-
tion. The user now performs the interactions defined for
each query (see Table 6).

The query type, entity chosen, and the constraints are
then substituted in the textual syntax defined for each query.
Since the visual query has a one-to-one correspondence with
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Figure 2: Adjacency query constructed

Figure 3: Adjacency query result visualized

the textual query syntax, the conversion is done with simple
substitutions of the details extracted from the visual inter-
actions as mentioned previously.

Figure 2 shows the adjacency query constructed on a re-
quired indoor space. Selection on the visual primitives given
on the left part of the interface is made to construct each
query type. The corresponding text-based query is auto-
matically generated and displayed in the text area at the
bottom of the interface.

The resultant adjacent rooms of the given space computed
from the indoor data models(spatial models stored in Post-
GIS, topology based models stored in Neo4j) are shown in
the 3D visualization (Figure 3).

Figure 4 shows an example k-nearest neighbor query con-
structed. The user first selects the visual operator for the
k nearest neighbor query. A sphere pointer is placed above
the chosen entity, and as the user clicks the number of outer
spheres increase, indicating the value of k. Figure 5 shows
the rooms that are highlighted as a result of this operator.

We have described so far, a querying framework, a text-
based query language and visual querying mechanism that
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Figure 4: k-NN visual query constructed

Figure 5: k-NN query result

have been developed based on this framework. The following
sub-section deals with the evaluation of the proposed query
framework.

4.3 Evaluating the query framework

The querying framework is evaluated based on a set of
queries constructed in the proposed language and analysing
the results obtained. This section explains the system en-
vironment and the use cases demonstrating the correctness
and effectiveness of the proposed query framework.

4.3.1 System Environment

In order to evaluate the system, building’s indoor mod-
els stored in PostGIS and Neo4j graph databases are used.
The dataset consists of a simulated 20-storey building, where
each floor has approximately 30 rooms.The database stores
both the spatial and topological models of indoor space. The
spatial model is represented as a set of tables storing the spa-
tial and non spatial attributes of the indoor entities and is
stored in the PostgreSQL database. The topological model
consists of the following graphs namely adjacency, connec-
tivity,and logical graphs with reference to the IndoorGML
standard[11]. Each graph depicts the basic indoor entities
as the nodes and a particular relation between them as the
edges. The adjacency graph models the Adjacent_to rela-
tionships between the indoor entities, connectivity graph de-
picts the Connected_to relations and logical graphs model
the access and temporal constraint information about the
indoor entities. These graphs are generated as follows. Ad-
jacency graph is generated by creating an Adjacent_to re-



lation between the spaces that share a common boundary.
Connectivity graph comprises of edges between nodes cor-
responding to the spaces or transitions which are linked to
a common navigable boundary. Logical graphs are made
by storing the user access types(normal or administrative)
and temporal constraints(the open or closed status). These
graphs are stored in the Neo4j graph database. The indoor
querying system accesses both these databases.

4.3.2 Use cases

In order to evaluate the query language, we analyze the
following a) model independence, b)correctness and c) com-
pleteness of the proposed query framework using use cases.
Model independence is brought about when the queries can
be specified irrespective of the underlying model, or lan-
guage. Correctness is assured when the queries in the lan-
guage yields results which match with the expected out-
comes. Evaluation of completeness is to demonstrate that
any query in the indoor domain can be issued using the
language under consideration.

Now we present the set of use cases for performing evalu-
ations in the above mentioned criteria. Table 7 presents use
cases that evaluate the model independence of the query-
ing framework. For each query in our language, equivalent
queries exist in the SQL(for PostGIS) and cypher query lan-
guage(Neodj) to which it can be mapped. From the example
queries in the tables we can see the following

e A query in PostGIS or Neo4j requires the user to un-
derstand the underlying database schema. In our lan-
guage the user only has to enter the entity name, which
is commonly used. The only constraint is that the
name commonly used must be unique and an attribute
in the database.

e Additionally a user should understand the spatial prop-
erties (property of r.geom) and how the geometrical
operators like ST Intersects work when querying the
spatial model or the graph theoretical terminologies
like nodes, and operators like “n-:ADJACENT_TO]-
>m”. In the proposed framework, the user just needs
to understand the semantic aspects of indoor space and
can be ignorant of the details of how it is represented.

These two aspects demonstrate the model independence of
the query language.

In order to analyze the correctness of the query language,
we have to assure that the structure of the query types is
suitable for the underlying databases. This ensures that the
query can retrieve the intended results by processing the in-
door data which is available in the databases. The querying
framework that we have defined in this work is based on the
abstractions of different data models of indoor information.
Each query is formulated based on these basic entities and
operators which are abstracted out from the data models.
Hence the queries will have a structure which is compati-
ble to the data present in the databases. The queries also
prevent the users from giving inputs that deviate from its
defined structure or format. It does not allow the user to
provide incorrect arguments to the queries and details which
may not exist in the database. For instance, consider a query
to find the adjacent rooms to a specific room and which are
of type ‘class room’. This query in textual form is repre-
sented as ‘Find Adjacent(A19) where type=‘class room’ ’.
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The following sequence of interactions are accepted by our
visual query interface to construct the query.

e The user picks the room on which the query is to be
issued from the 3D visualization of the indoor space.
This prevents the user from giving unavailable rooms
or incorrect references to the rooms in the query.

e In order to state the condition that the adjacent rooms
are to be of type ‘class room’, the user makes a selec-
tion from a drop down list which lists all the room
types which are available in the database. This again
prevents the user from giving a type which is unavail-
able.

Hence the query language prevents the user from construct-
ing queries which are incorrect with respect to the indoor
data stored in the databases.

The next set of use cases are provided to analyse the out-
put of queries specified in the proposed Indoor query lan-
guage. To analyze this, a set of queries (both simple and
complex) in the indoor space are executed. The results ob-
tained are compared with the ideal results. Tables 8 and 9
show the sample queries and their results, and corresponding
expected results. Instances of attribute, adjacency, range,
nearest neighbor and path queries are presented along with
the results. These form basic set of queries which emerge in
the indoor domain and hence are considered for the evalu-
ation. For each query issued in the language, the expected
and the obtained results are presented. The table shows
that our queries retrieve the right results in various cases.

Finally we study the completeness of the proposed query
framework. In this framework a set of basic queries have
been defined. Any complex query can be formulated in
terms of the basic query types defined. This ensures the
completeness of the language. For instance, consider a query
to find all rooms within 200 metres around a specific entity
which are accessible to normal users and are open. This
query can be constructed by enhancing the existing range
query by adding conditions checking to the access types and
the closed/ open status of the spaces. Consider another
query for finding five nearest rooms which can accommo-
date at least 100 people, which may arise in the case of
an educational institution. The above mentioned query can
be written in our language as ‘find knn (room, entity id,
5) where capacity > 100’. This indicates that new queries
can be formulated and issued using the basic set of queries
without changes to syntax.

S. QUERY TRANSLATIONS

We have proposed a model independent query framework
and evaluated the query language in previous sections. One
of the primary requirements in achieving this model inde-
pendence is to be able to translate the query in the proposed
language to any general purpose query language. Specifi-
cally, translations from visual to text-based and from text-
based to the general purpose query languages supported by
the modelling frameworks are required. This section details
the translation mechanisms defined in the system.

The visual to text-based query translation involves sim-
ple substitutions. There exists a 1-1 correspondence be-
tween each text-based and visual query, as explained in the
previous section, and hence the translation is as described



Query PostGIS Neo4j
Find SELECT start n=node(*)
Adja- roroomname FROM | match n-
cent(A21) | bld1floorlrooms as s | [ADJACENT_TO]-
, bld1lfloorlwalls as | >m where
w, bldlfloorlrooms | n.roomname=*‘A21’
as r, WHERE | return n,m
ST Intersects
(r.geom,w.geom)
and ST Intersects
(w.geom,s.geom) and
s.roomname=‘A21’
Find SELECT start
range r.roomname, n=node(*),m=node(*
(rooms,B19] r.geom FROM | match p=  (n)-]
200) bld1floorlrooms as s | rCONNECTED_TO
, bld1floorldoors as | *..10]->(m)  where
d, Dbldlfloorlrooms | n.roomname=°‘B19’
as T, WHERE | and sum (r.distance)
ST Intersects < 200 return m
(r.geom,d.geom)
and ST Intersects
(d.geom,s.geom) and
sum (ST _Distance
(r.geom, d.geom),
ST_Distance (
d.geom, s.geom))
< 200 and
s.roomname= ‘B19’
Find SELECT * from | Start n=node(¥)
rooms bld1floorlrooms match n.room
where where roomtype= | n.type: ‘conference
type = | ‘conference halls’ hall’, n.floor:‘1’
‘con- return n
ference
halls’ and
floor=1
Table 7: Evaluation of model independence
Query Query in | Expected result | Obtained result
proposed
language
(ID,name) (ID,name)
(B5,Gents) (B5,Gents)
Find all | Find (B8, Gents) (B8, Gents)
restrooms | rooms (B15 , Ladies) (B15 , Ladies)
in 2nd | where (B29, Ladies) (B29, Ladies)
floor type=
‘restroom’
and
floor=2
(ID,name) (ID,name)
To find all | Find adja- (P6 , Room (P6 , Room
adjacent cent (P12) _6_6) _6_6)
spaces of
room P12

Table 8: Evaluating querying framework’s correct-

ness
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Query Query in | Expected result | Obtained result
proposed
language
(ID,name) (ID,name)
Find all | Find adja- (B1,IVITA)| (B1,IVITA)
adjacent cent (B19) (B3,IVITC)| (B3,IVITC)
class where
rooms to | type=‘class
B4 room’
Finding Find path | {B2, CRBI, | {B2, CRBI,
path from | (A21, CRB2, CRB2, | CRB2, CRB2,
B2 to B16 | B12) CRB2, B16 } CRB2, B16}
(ID,name) (ID,name)
(B3 ,Room (B3 ,Room
~3.3) ~3.3)
(B5, Room B5, Room
_3.5) _3.5)
To find | Find knn (B1, Room B1, Room
five near- | (rooms, 3.1 3.1
est neigh- | B4, 2) (B12, Room B12, Room
boring where _3.12) _3_12)
rooms of | type=‘class| (B6, Room (B6, Room
B4 of type | room’ _3.6) _3_6)
‘class-
room’
. (ID,name) (ID,name)
To find | Find (A5 ,CSE PT2) (A5 ,CSE PT2)
all rooms | range
within (rooms,
200m A2, 200)
around A2

Table 9: Evaluating querying framework’s correct-
ness (contd)

earlier. The translation of the text-based query to the ex-
isting general purpose languages is done by processing the
abstract syntax tree (AST), which is generated while pars-
ing the text-based indoor query. The nodes in the AST
represent each construct in the input query. Parsing the in-
put query involves a set of syntax rules matched from the
syntax definition being invoked. Each rule invoked, triggers
the generation of a subtree in the AST corresponding to the
query. So the AST generation evolves through a sequence
of syntax rule invocations.

In order to perform translation by processing the gener-
ated AST, the structure of the AST has to be defined and
known. Each invoked syntax rule determines the structure
of a part or a subtree of the query’s AST. A syntax rule is
made up of a set of constructs. In order to specify the struc-
ture of the AST’s subtree generated by the rule, which con-
struct forms the root node and which form the child nodes
are defined. Consider a syntax rule with n constructs say
constructy, constructs, .., construct,. The structure def-
inition format for the subtree to be generated is as given
below.

A(construct: constructs .. constructy)

Here the first element after the A symbol indicates the root
element. constructa, .., construct, form its child nodes in
the same order. For every syntax rule in the language’s
definition, a similar structure is defined. The evolution of
an AST with the help of each syntax rule defined and the



associated structure definition is presented below. Every
query is made of a ‘gstatement’(or query statement), and
the ‘wherestmnt’ which indicates the ‘where’ clause in the
query. The AST therefore has the ‘Find’ as root of the AST
and the ‘gstatement’ and ‘wherestmnt’ become the children.
The subtree with ‘gstatement’ as the root node, consists of
the type(e.g. adjacent, range, knn etc.) as its children.
Based on the query type, the subtree is chosen. Consider
an input query type to be a ‘range’ query. The syntax for
range query statement is given by

<rangestmnt> ::=

The structure of the corresponding sub tree in the AST is
specified as

“(Range etype querypoint rval)

Here ‘Range’ forms the root of the subtree and the param-
eters form the children. Here ‘etype’ indicating the type of
the entities, ‘querypoint’ the entity on which the query is
issued and ‘rval’ the range value form the children.

The input query may have a set of conditions given in
a ‘where’ clause. The syntax of the ‘where’ clause in the

language is given as follows.
<wherestmnt> ::= ‘Where’ attrcomp

Here the construct ‘attrcomp’ indicates one or more at-

‘Range’ ( etype, querypoint, range)

tribute comparisons of the form ‘attribute comparison-operator

value’ combined using ‘and’ or ‘or’ operators. The structure
of the corresponding subtree in the AST is defined as follows

~(Where attrcomp)

Similarly for each rule in the language’s syntax definition, a
structure definition is provided in terms of its constructs.
The AST generated is processed for performing the query
translation. It is processed using a preorder depth first
search traversal. We define an algorithm 1 which will specify
the method of extracting the details from the abstract syn-
tax tree. From any input query, the query type, the parame-
ters and conditions given in the ‘where’ clause are extracted
using this algorithm. Since the structure of the subtree cor-
responding to each syntax rule is defined, for each such sub-
tree, we know which is the root node and in which order
are the child nodes present. The algorithm presents, for
each subtree of the AST defined, the method of extracting
its details. For example, consider the method of processing
the subtree corresponding to ‘range’ query type. Based on
the structure defined, the first node is extracted as the type
of entity, the second as the query origin and the third as
the range value. All these details are then used to generate
the general purpose queries namely SQL(for PostGIS) and
cypher queries(for Neo4j). They are substituted to gener-
ate a single query as in attribute queries or used to invoke
functions written in SQL or cypher query language in case
of range, adjacent, k nearest neighbor and path queries.
An example of translating an attribute query from the
proposed language to SQL is presented in figure 6. The
entities and attributes specified are mapped to the entity
and attribute names in the underlying schema to generate
the SQL query. In some cases, converting these queries to
the general purpose query languages involve invoking proce-
dures corresponding to the query functions in the language.
Next we evaluate the designed translation mechanism by
analysing the time incurred in a set of query translations.
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Input: Node astRoot

Node N=astRoot;

if N.data=‘Root’ then

| ProcessAST(N.getChild(0));

else if N.data=‘Find’ then

ProcessAST(N.getChild(0));

ProcessAST(N.getChild(1));

else if N.data=‘where statement’ then

for Fach child ch of N do
Condition;.operator=ch.data;
Condition;.attribute=ch.getChild(0).data;
Condition;.value=ch.getChild(1).data;

end

ConditionList.add(Condition_ 7);

else if N.data=‘Adjacent’ then

| Entity= N.getChild(0).data;

else if N.data=‘Path’ then

startEntity= N.getChild(0).data;

endEntity= N.getChild(1).data;

if N.getChild(2) != null then
passConstraint=N.getChild(2).data;
passentity=N.getChild(2).getChild(0).data;

end

else if N.data=‘Range’ or N.data=‘knn’ then

EntityType= N.getChild(0).data;

Entity= N.getChild(1).data;

if N.data=‘Range’ then

| rangevalue=N.getChild(2).data;

else
if N.data=‘Knn’ then
| k=N.getChild(2).data;
end

end

else

| EntityType=N.getChild(0);

end

Algorithm 1: ProcessAST

Find rooms where type="seminar hall' and capacity=100

Select* from FOOI'TI@E where roon;type:'seminar hall" and capacity =100

Figure 6: Attribute query generated for PostGIS

Table 10 presents the results of this analysis. Here ¢; rep-
resents translation time incurred in our language, t2, the
execution time of a query in our language, and t3, the exe-
cution time of a query in PostGIS/Neod4j. It also shows for
each query in the proposed language, the translated queries
in the general purpose query languages. The translation
proceeds as mentioned previously by traversing the abstract
syntax tree constructed.

It can be observed that the translation times are consider-
ably smaller and hence do not cause much overhead to the
entire query execution. The extra translation part which
exists in the system does not affect the total execution time
of the query. To determine if this performance holds for a
larger set of queries, we evaluated the translation time for
100 different queries. The average query translation time



Query Translated query Evaluation
time (sec)

Find SELECT r. roomname | t1= 0.02248,
adjacent | FROM bld1floorlrooms | to= 0.09485,
(A21) as s , bldlfloorlwalls as | t3= 0.07237

w, bld1floorlrooms as r, | (PostGIS)

WHERE ST Intersects

(r.geom, w.geom) and

ST _Intersects (w.geom,

s.geom) and s.roomname

=‘A21’
Find start n=node(*), | t1= 0.02276,
range m=node(*) match p= | ta= 0.93542,
(rooms, | (n)-[ r: CONNECTED | ¢3 0.91261
B19, _TO *.10]-(m) where | (Neo4j)
200) n. roomname=‘B19’ and

sum (r. distance) < 200

return m
Find start n=node(*), m | t;= 0.02851,
path =node(*) match p= (n)- | t2= 0.93557,
(B14,B2) | [ r: CONNECTED_TO | t3 0.90704
where * . 10] -(m) where n. | (Neodj)
length roomname =‘B14’ and
< 400 n. roomname =‘B2’ and

sum (r. distance) < 400

Table 10: Translations and evaluations

was found to be 0.0207 seconds, with a standard deviation
of 0.0046 seconds. This demonstrates that the translation
component is efficient and does not degrade the querying
system’s performance.

6. CONCLUSION AND FUTURE WORK

In this paper we propose a model independent querying
system for indoor spaces. We have developed a querying
framework which abstracts out and represents the common
features of the underlying models. Based on this querying
framework, a text-based and visual querying languages are
developed. Visual querying enhances the ease of querying
the indoor data models. Translation modules are defined
for converting queries in the proposed query language to the
general purpose query languages(SQL and Neo4j) supported
by the models. This allows the system to be used above
multiple models. Evaluations of the querying framework
developed and the translation mechanisms demonstrate the
completeness, correctness and model independence of this
framework. The future work on this system include defin-
ing more queries in the visual querying system and adding
support for other modelling frameworks like BIM and In-
doorGML. Additionally user studies for evaluating the vi-
sual querying and improving it is part of ongoing work.
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ABSTRACT predict a user’s choice based on his/her past history and make

Design of recommender system following the latent factor model relevant recommendation of products and services for future.

is widely cast as a matrix factorization problem yielding a rating mMethods for design of RS can be classified on the basis of
matrix, which is a product of a dense user and a dense item factojnformation utilized and technique adopted for rating prediction
matrices. A dense user factor matrix is a credible assumption as allntg -~ Content based, Collaborative filtering and hybrid
users are expected to have some degree of affinity towards all theechniques ). Content based method32] are based on finding
latent factors. However, for items it’s not a reasonable supposition similarity/match between user’s choice profile and the content

as no item is expected to possess all the traits (factors). In thisjescription of items. Collaborative filtering (CF) techniqui [
work, we propose a matrix factorization model which yields a [14] rely on either implicit ratings- inferred from users past
dense user but a sparse item factor matrix; having equivalence tqenavior such as browsing history, or on explicit ratingatings
Blind Compressive Sensing (BCS) formulation. Basic BCS given by users on a small subset of items. They are the most
framework is augmented with an added elastic net regularizationyjgely used and efficient means of design of recommender
term. The addition helps in capturing correlation between systems. Unlike content based methods, they do not require any
different item latent factors. Despite the efficiency of matrix explicit characterization of items or users; which might not be

factorization approach, it’s not feasible to apply the techniques for always feasible. Hybrid schemes employ a combination of both
very large datasets (rating matrices). For this purpose, we employ{zg]_

Divide and Combine (DnC) approaehwherein proposed method

is applied to distinct subsets of the rating matrix simultaneously CF methods can be further subdivided into memory based and
and resulting estimates combined to vyield the final result. The Model based approaches. Memory based mettigs[B6] are
(randomized) DnC approach retains the convergence guaranteeBrimarily neighborhood based strategies. They scan the entire
of matrix factorization. Experiments were conducted on real world rating matrix to find users with high similarity (measured based
Movielens dataset and our technique was compared againsPh ratings on commonly rated items) to the target user. Predicted
popular matrix factorization methods. The results indicate the rating for an item is just a linear combination of ratings given by

superiority of our method in terms of both accuracy and speed ~ Similar users on the concerned item. The approach can be
extended to work on item similarity rather than user similarity

[22]. These methods are more intuitive, but lack the desired speed
of computation; due to large size of the rating matrix. Also, the
sparsity of rating matrix makes finding similar users difficult at
times, which prohibits predicting ratings especially for a new user
— the cold start probleni].

Keywords
Blind compressive sensing, collaborative filtering, elastic net
regularization, latent factor model.

|1f INIRODHJCPOI\IL int t ds to th b fModeI based methods89], [42] on the other hand, construat
;niormation overload on he Internet regards 1o e NUMDET Of yqqe) from existing dataset and subsequently use it for rating
items, services, service providers and even reviews makes the JOt[};rediction. The lower dimension of the model viz-a-viz original

OL findtin% I;he desiredd curgbetrsomengr gn{ﬁcustomser_ \tll\:?th the database makes them suitable for faster online computations
advent of Recommender Systems (RS), in 19480, [36], this Also, they are able to provide better coverage and prediction

task is considerably eased. An _efﬁuent Recommendgr SyStemaccuracy than their memory-based counterparts [1]. Several model
helps both the customersby providing relevant suggestions, as

based h h b tudied h B i
well as e-commerce portals (like Amazon, Flipkart) by asec approacnes nave been —Swidied such as bayesian

babilisti delli luster based thodgl d
increasing their popularity and hence revenue. TaskR$ is to gt%n?fél:st(;(r: mn(])(()je?silgﬁ %79]] cluster based methodsig), an

Permission to make digital or hard copies of all or péthis work Latent factor models have gained tremendous popularity over the

for personal or classroom use is granted without feeigedvthat past decade. These models rest on the prefise user’s choice
copies are not made or distributed for profit or comiaészivantage of an item is governed by the traits possessed by the item and the
and that copies bear this notice and the full citatin the first page. user’s affinity towards those characteristics. Every user can be

To copy otherwise, toepublish, to post on servers or to redistribu profiled as vector of his/her affinity to certain characteristics or
to lists, requires prior specific permission and/or a fee. latent factors. Similarly, every item can also be profiled by a
Zggsz(\th) International Conference on Management of D vector describing the extent to which it possesses those latent

factors User’s rating on an item are a result of interaction

17th-19th Dec, 2014 at Hyderabad, India. between these latent factor vectors.

Copyright ©2014 Computer Society of India (CSI).
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Latent factor based approach has been conventionally cast as he fervent about all movies and rate all of them generously. Such
matrix factorization problem representing the rating matrix as a a user ends up having a positive user bias. Similarly, a movie
product of user and item latent factor matrickg].[ Recently, in which is a big Oscar Awardee will tend to get higher ratings by
some works 20], [38], the latent factor model has been cast as a almost all users, inflicting it with a positive item bias.

(low rank) matrix completion task. It’s a convex formulation . . . . .
unlike matrix factorization which is bilinear and hence non- Th'“:j tl"?js terf:)s constitute the baseline estimate which can be
convex. But, use of singular value decomposition makes theseOU€€ as [19]

algorithms computationally too intensive to allow wide spread paselindu. i) = +b(u) + b(i (1)
application in RS design. k) = 1+ by(w) + B(E)

Our proposed approach is based on matrix factorization Where, m, is the global meanb, (u, )is the user bias for user ‘a’
formulation, which recovers the latent factor matrices for users
and items. Existing works on matrix factorization aims to recover

adense user and item latent factor matrich4.[It’s realistic to The interaction component of the actual ratings, i.e. excluding th
expect a dense user latent factor matrix, as all users will havebaseline estimates. is what can be modelleth #&&ms of user’s
some ‘?‘egfee of affinity towa_rds all latent fac@ors. However, such aaffinity to traits possessed by the itéfle challenge in RS design
scenario is not correct with respect to items. For example, i modelling the interaction component; baseline estimation is

ﬁonsmertthedcase of fa_ ':AUS'Ct trecon:jmerl:dfer sys'l[)em_i BA ILIJser V‘(’j'”easy. Modelling this component using latent factor based design
ave certain degree ot interest towards all Iorms, be It BOllywood, (g on the suggestion that that a users’ rating of an item is a

Ghazals or Rap. Similarly, he/she may have a favourite singer, bLIIfunction of his/her affinity towards the traits (latent factors)

\c/jwll notI be avferse to Ilstenlnfg tor?thers. AIIchls will translate into |0 < ccaq by the target item. For example, consider the case of a
ense latent factor vectors for the users. However, a song cannof, . ve.ommendation system. Each user’s choice of a book can

simultaneously belong to all genres or be_ sung by all singers.;)y jefined in terms of choice of category (fiction/nonfiction etc.),
Thus the latent factor vector for any song, will have very few non author and certain other related features. Similarly a book will

Izero V?Iues |an|(flat|n_g poﬁs_sessmn c_;f_ a few c:cf the Ientlre list qf have these characteristics (latent factors) to varying extent. The
atent factors. Following this proposition, we formulate a matriX jnoraction between the user and item can be modelled as the

factorization approach that promotes recovery .Of the rating mat_r Xinteraction between tisefeature vectors for books and users as in
as a product of a dense user latent factor matrix and a sparse ite )

latent factor matrix. Our formulation shows equivalence to Blind
Compressive Sensing (BCS) framewotH][in signal processing.

and b (ib) is the item bias for item ‘b’.

interaction( u, L):< o > 2
In addition to being sparse, item latent factors also exhibit some a b

correlation amongst themselvéor example, an album by Lady
Gaga will invariably be Pop. This correlation can be captured by
an elastic net45] type penalty term added to our base matrix
factorization formulation. Thus our framework resembles a BCS i) — ; i ; ; ;

formulation with an additional elastic net penalty. R(LL' l°) basehne( s Ib)+ |nteact|on( “ Ib) 3)

where, f denotes the latent factor vector. Actual ratings can be
considered aa combination of interaction and baseline measures.

The application of any matrix factorization algorithm to huge EXt€nding (2) and (3) to entire rating matrix, we can model the

datasets (with rating matrix dimension exceeding tens of rating matrix, Ras

thousands) is not a feasible scenario. 2] [authors proposed a R — ml+B+B+ ExF %)
Divide and Conquer Approach which can be used to abfily

algorithms to huge datasets. We extend the approach to oukyhere,B,/B and 5/ Fare the matrix counterpart of the
formulation in order to generate predictions for very big datasets. user/item bias and latent factor vectors respectively.

The results obtained using our algorithm are compared againstr o opserved rating matrix Y given by
those obtained using existing state of the art formulations. Our

method yields better results than the techniques compared againsy = |v|( R) (5)
with regards to both recovery accuracy and execution time
important aspects of RS design. where, M is the masking/subsampling operator. Only a small

Th t of th . ized foll Section 2 id percentage of total ratings are available in the database, i.e. Y is
1€ rest of Ihe paper IS organized as 1ollows. Section 2 provi esextremely sparse. The task in Collaborative filtering is to predict
brief description of work done in related areas. Our proposed

formulation is elaborated in section 3. Section 4 includes the the missing ratings and fill in the rating matrix.

experimental setup and results. Conclusion and future work areMost frequently used method of rating prediction using (5) is

presented in section 5. Matrix Factorization (MF) 19 - involving solving an
optimization problem of the form

2. LITERATURE SURVERY AND
PRELIMINARIES
2.1 Latent Factor Model + 20 (1BIE +IBJE )+ A (IR +IRI7)

Actual ratings available in the database are influenced by not just
the liking of a user towards the traits possessed by an item, but arahere 4, and 4 are the regularization parameters which aid in

also impacted by certain biases embedded in both users and ittmgyreventing over fitting of model to observed data. Equation (6) is
If we consider a user who is a movie enthusiast, he will probably

Lmin [V —M(m, 1+ B+ B+ F x F;

(6)
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a non-convex formulation, but with separable variables. This
enables minimizing over each of the variables alternately using
alternating least squares [3] or stochastic gradient descent
algorithm 7).

Because of efficiency of MF approach, it has received lots of
attention and several work22(], [29], [39 have proposed
algorithms to solve the same.

A recent addition to solving latent factor model based
formulations is Matrix Completion (MC) approach. MC
formulation aims to recover the interaction model (W) directly,
instead of its factored versioR, x F, by solving expression of the

form given below
= M(W) @)

where, Q is the interaction component of observed set of ratings.
Given the subsampling nature of masking operator M, (7) is an

underdetermined linear system of equation. However, we can aim

for a unique solution if we place a constraint onM [In case of

RS, the overall interaction component is affected by only the
latent factors (which are the independent variables). As the
number of latent factors (generally around50)- is far less than
dimension of rating matrix (even reaching hundreds of
thousands), W has a significantly low rank structiiteis, we can
look for the lowest rank solutioflence, MC problem can be cast
as

rmn"Q M (W (8)

)i + 2 rank( W)

where, 4, is the regularizing term penalizing any deviation in W

from the low rank nature. However, rank minimization is a NP-
hard problem [2http], and thus any algorithm for the same has
complexity of a brute force algorithm. Hence, the rank constraint
can be replaced by its convex hull, nuclear nersam of singular
values- constraint as in (9) [5

i

Nuclear norm regularization term in (9), while maintaining
convexity of the formulation, promotes recovery of a low rank
solution B3]. Several solvers exist for (9) [4], [25], [41].

min[Q—M (W

9

looking for the sparest solution (minimizirlg norm), i.e. solving
problem of the form

min|x|, subject toy- A (11)

Most signals are often not themselves sparse, but sparse in some
transform domain (for example images are sparse in wavelet
domain). In such a case, we can modify)(as follows.

min subject to y= AD
in] A, subject to =~ ADS 12)
wherg x= Dp

where, D is the sparsifying dictionary.

However, (12) is NP-hard3[l], with all algorithms to solve the
same having complexity equal to brute force algorithms. 3,
convex|l, norm can be approximated by its convex surrogate, the

[, norm (13), which yields the same solution as (12) if certain
conditions are met [6].

mlnHﬁH1 subject to y= ADp

(13)
wherg x= Dp

Equation (13) can be put as an unconstrained convex formulation

rr}nHy— ADTﬁHnglHﬂHl (14)

where, 4 is the regularization parametéirhas been shown and if
A and D are incoherent andis sufficiently sparse, solution of
(12) and (14) match.

2.3 Blind Compressed Sensing
CS theory assumes the either the signal is sparse as it is, or sparse
in some known transform domain i.e. sparsifying dictionary D is

known a priori. But, there could be cases where that is not the
case. Such problems fall under the framework of Blind

Compressed Sensing (BC31].

BCS formulation attempts to simultaneously recover the sparse
signal and the sparsifying basis from the under sampled signal
measurements. However, a robust solution to this is possible only

Although MC being convex has convergence guarantees, it is notin case of Multiple Measurement vector (MMV) setting depicted
widely used in RS design. This is so because most existing solverdn (15). Consider multiple observation vectors stacked in columns

use Singular value Decomposition (SVD) for solving (9), which
because of its high complexity, is inefficient for very large rating
datasets.

2.2 Compressed Sensing

of Y and B being the sparse coefficients matrix, then

Y=AD B (19

whereY =[ % | % |....| %, ]andB=[5,1 B, .... 15, ]

Theory of Compressed Sensing (CS) focusses on recovery of £ ven though, BCS shows similarity to dictionary learnlager is

sparse signal from its lower dimensional projections|f8} is the
observation vector, and x is the original signal, given the (linear)
projection operator A, the three are related as

y = AX (10)

If Ahas a dimension ohx n m< r, then (10 being an under

determined system of equatiocan have infinite solutions.
According to CS theory, if the signal ‘X’ is sparse or adequately
compressible, a unique solution to (10) can be obtained [2] by
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an offline technique, i.e. it cannot be used for signal recbvery
reconstruction.

To obtain a unique solution, it’s necessary to impose some
constraint on the sparsifying basis also, alongside the sparsity
constraint on the transformed signal coefficierit].[ One of the
possible formulation for BCS, used i3 for dynamic MRI
reconstructionis given in (16). It imposes a constraint on the
Frobenius norm of the dictionary.



| 2 Research has been undertaken to solve this scalability problem
min| > HAI(,BD)—YIHZ + |8l and several approaches have been suggestedd6]nafithors
B.Dli=1 (16) proposed a parallel ALS algorithnin this, various “labs” in

parallel MATLAB work on a subset of columns of the rating
matrix and the resulting estimates are shared with other “labs”.
[24] proposed an approach for performing nonnegative matrix

subject to| [P|2: < const

2.4 Elastic-net Regularization factorization as a series of map and reduce steps.

Classical regression model can be written as Authors in 6] proposed a distributed approach for performing
2 MF on large datasets on a distributed architecture. It follows three

y=Ax+n, n~ N0,c°) @ steps

where,y is a observed daté is a matrix of explanatory variables 1. Divide: Divide the observed rating matrix (Y) into sub

and x is the unknown weight vector which explains the matrices M,,M,,....M,,, by splitting Y along the longer

observation in terms of explanatory variables. . .
P y dimension.

The most basic and straight forward regularization is the ridge 2

regressionT5] which solves the problem of the form Factor: Perform independent MF on each of the sub matrices,

to yield partial estimates corresponding to each sub matrix -
X =min|y— Af} + 2| A (18) M, M,,...My

. o . 3. Combine: A technique using randomized column projection
Where, 4 is the regularization parameter. Solving (18) promotes method suggested in@] is used. One of the estimated sub

recovery of a dense solution becaus¢,aform penalty term. matrix is selected at random, and all sub matrix estimates are
projected on to its column space to yield a (low rank)
estimate for the entire rating matrix. Same procedure is
implemented for all the sub matrices and an average of all
resulting estimates yields the final matrix factors.

However, in cases where only a few explanatory variables explain
the entire formulation, ridge regression fails to capture the
structure correctly. In such a case, we want a sparse solution
(weight vector) x so that only a few explanatory variables
participate in the describing the observed variable. Here comesThis methodology is implemented on a distributed platform, with
the LASSO (Least Angle Shrinkage and Selection Operator) split and factorization algorithms running simultaneously on all
regularization 40]. sub matrices in parallel. It achieves a huge decrease in run time

LASSO solves (17) with thg norm penalty term replaced by and also reduces net computational complexity.

regularization (19) 3. PROPOSED APPROACH

% =min|y— Af, + 2|4, @9 3.1 Proposed Formulation

In this section, we present our novel proposition for latent factor

f nalty prom recovery of rse weight v r. . .
Use ofl, penalty promotes recovery of a sparse weight vecto model based design of an efficient recommender system.

But, in certain cases even with the desired weight vector being por our model, we first estimate the baseline offline. Baseline

sparse, LASSO fails to yield the correct structure. For example, estimation is done using stochastic gradient descent algorithm fo
consider a case where the explanatory variables aregqying the formulation in (21).

interdependent or highly correlated. In this scenario, the
correlated explanatory variables should occur together, i.e. if one . (b +b+ 2+ 2, 21
of them is selected, others in the group should also be a part ofh.b uél(y“" (q h mg)) ﬂb(b’ bz) (21)
selection. However, LASSO fails to capture or promote this group

structure. where, Q is the set of observed ratings.
This is where, the role of elastic net regularizati@d],[ [45] For our design, offline baseline estimation not only reduces the
comes into play. It includes an additional penalty tefnr(orm) online computation burden substantially, but also gives better

recovery accuracy than online baseline estimation for our model
Once the baseline is computed by solving (21), the interaction
part is segregated from the actual ratings. Our model is applied to
this ‘interaction component’. After the interaction estimate for the
—mi 2 2 tire matrix is computed, baseline terms are added back to get
=min|y- + +A (20) en _ puted, > al g
Xenet = M H A’ﬁz jiH )ﬁl 2H #z final rating values for making relevant prediction.

on the weight vector into the LASSO framework. This quadratic
penalty aims at selecting all the correlated variables together.
Equation (20) shows elastic net regularization.

.. Modelling of the interaction part is done following the latent
2.5 Divide and _Conquer factor based design approach. In line with the conventional latent
Most e-commerce sites have very large database of users anghcior model, we also propose to factorize the rating matrix into
items; generating a huge but extremely sparse rating matrix.qyo sub matrices- user latent factor and item latent factor.

Applying any algorithm to such huge matrices is almost gyisting latent factor matrix factorization models solve the
computationally impossible because of its enormous time and problem of the form

space complexity.
. 2 2 2
min|Q- M@, xR )2 + A(IRI7 + IR 17) (22)
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where, Q=Y- B - B- m | is the observed interaction part, matrix promotes recovery of a sparse solution with correlated

F, andF, are the matrix composed of user and item latent factors being chosen together.

factor vectors, respectivelndM is the subsampling operator. 10 €nable efficient implementation of our approach to very big
Above optimization problem promotes recovery of a dense item datasets, we place it in the structure of Divide and Combine
and a dense user latent factor matrix i.e. latent factor vectors fo Methodology 2€]. The observed interaction (component) matrix

both users and items are dense, with non-zero values for all latenfQ 1S SPlit into several disjoint sub parts - smaller dimension
factors. matrices - by spliting randomly along the longer matrix

dimension. Our latent factor based approach is then applied to
A user latent factor vector can be reasonably assumed to be denseach of the sub matrices. After all the partial estimates are
but the same cannot be applied to the item’s latent factors. Let us obtained, they are combined in accordance with the procedure
consider the case of a Restaurant recommender system. In thisutlined in preceding sections. This approach helps us in efficient
case the relevant latent factors (defining characteristics) includeparallel implementation of our algorithm on a distributed
those related to cuisine, location, prieenbience, service and  platform.
alike. A user might have a liking for continental cuisine but will
be completely against Indian food. Similarly a user having an
affinity for fine dining restaurants, might not be opposed to going
to a self-service café. Hence, it can be safely presumed that
user’s affinity to almost all factors, to varying degree, will
translate into a dense user factor matrix. On the other hand,
restaurant is fine dining, it cannot have self-service. Similarly a Majorization  Minimization scheme proposes to map
bakery won’t serve Indian cuisine. Hence, if we construct a computationally intensive optimization problems into much

restaurant’s latent factor vector, it will have a large number of simpler and effective iterative procedures. We briefly discuss the
zeros, as no restaurant can possess all latent factors concurrentl{iM approach before using it for our algorithm design.

Hence, the dense latent factor assumption does not hold true for o ]
items. In several applications, we are required to solve least square

optimization of the form
In contrast to previous works, we propose to factorize the rating
(interaction) matrix into a dense user factor matrix and a sparse min||y — Axﬂz (25)
item latent factor matrix. The problem can be mathematically *
formulated as

3.2 Algorithm Design

An this section we present the design of an algorithm with low
computational complexity to solve (24). Our algorithm is based
if 20N the principle of Majorization Minimization (MM) [9].

The solution to above is given by ( A’ A)_1 Ay.

min[Q—M (R, xF )|} +4,[|R 2+/1|vecF (23) ) i ) i
min| L X FOIE + AR [ + 4 vee(F )|, If the size of signak, is very large, computation of pseudo

Where, veq( F)is the vectorized (column concatenated) form INVErse ofAis computationally very intensiveforming the
. . . . ) algorithm’s bottleneck. MM technique eliminates this
of item factor m_atrlx. Equation (23) hgs equwalgnce to blln.d bottleneck. It involves replacing the existing
compressed sensing formulation (16) discussed in the previous 5 . .
,» by another functiog( x) which

section. The Frobenius norm penalty on the user matrix is in functionh(x):rrlinHy—M

accordance with the constraint on dictionary in BCS framework is much simpler to minimize. It is essentially a majorizer

Together with the sparsity constraint on item factor maitrix
provides conditions for recovery of a unique solution. ofh(x) and the two are related as follows

Our above formulation (23) captures the sparse nature of item = g(x)=hx)
latent factor vectors but fails to capture the dependence of these
factors on each other. Carrying on with the case of a restaurant ®  9(X) > h(XV x

RS, a fine dining restaurant will inevitably be expensive, as also

will be a restaurant in a star property. It can be observed thatAhS shqw_n |nff|g. l new ;unctlc_)n |sf %ef]lﬂ?‘?' such éh?t it tg_uches
certain latent factors are linked together, i.e. they will usually the existing function at the point of definition, and lies above

occur togetherHence, item latent factor vectors follows a grou otherwise.
sparse structure. Equation (23) may select certain factors, but keeq, (25), at an initial (guess of minima) poigt g
related latent factors as zero, as it fails to exploir tberrelation. ) '
But, the lack of knowledge about which factor (position of latent defined as
factor in the entire vector) corresponds to which trait prevents us 2 T

=|y— - - A 26
from imposing a strict group sparse penalty. 90 =lly= At + (0 %) (7 A)( ¥ (26)

(% )can be

Elastic net regularization allows us to embed this group natureUnder the constraint that> maxeig(AT A) (26) will satisfy
and inter factor dependence into the matrix factorization model.
Incorporating elastic net type penalty term into our previous
formulation we get

conditions for majorizeMow, instead of minimizing our original
function, (26 is minimized.Its minima forms the new point of
definitionx,,, =ming( x) .

. 2 2 2 X
min|Q—M (R, x R )¢ + AR + 4 |ved( F) H1+}“enetH Rl 24 _ o o
R After some mathematical manipulations, minimization of
Inclusion of bothl, and I, norm penalty on the item latent factor ~ 9(X) can be converted into two iterative steps
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‘Minima of G(x) | A

Initialization: No. of partitions for DnC - n
Split rating matrix into n subparts
fori = 1:n
% Perform MF on each submatrix
Initialize variables, Iﬁo ,I,:0 = rand
Set maximum no of itations, T
while k< T or obj(k)-obj(k-1x1 e7
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E
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i < min (VSIJ—{ ;k; ]FI F + 7 |ved )|,
end while
end for
fori = 1:n

C_estimate« Project estimates on column spac&df
end for
Net_ Estimate<— Mear{( C estate)

Figure 1. Majorization — Minimization Approach

Stepl: b= ;(H—i Al vy AX (272)
/4

Step2: min| b- g (27b)
Hence, the solution to (25) no longer requires pseudo inverse
computations.

Before extending the same methodology to our formulation (24)
we apply Alternating Direction Method of Multipliers (ADMM)
to (24), to split this bilinear formulation into two convex sub
problems (as both variables are separablepe optimizing over

F, and other oveF, .

Sub problem 1:

min|Q—M (R, xF)Jf + AR [ (29
Sub problem 2:
min[Q-M(F, x F )7 + 4 [ved F), |, + 2] Fl: (29

Sub problem 1 can be simplified using MM approach discussed
above into following steps
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Figure 2. Algorithm
1 .
Stepl: D= FUkF,k+; M (y- MF,Fy))w = maxeig M N (30)
Step2: n%inH D-F, xF |2 + 4, 6|2

Step 2 can be recast as a simple least squares optimization as

ool

Which can be efficiently solved using any least square solver like
gradient descent.

2

D
0

min
l:U

(31)

E

Similarly, sub problem 2 can also benefit from MM approach and
written as following iterates

1 . .
Stepl: W= FUkF,kJr; M (y- MF,F,))v = maxeig M M 32)
Step2: nF”LinH W-F, xF, Hi +4 Hveo( F), Hl+/lenelH Fﬂi
Step 2 can put reformulated as in (31)

-

Equation (33) can be solved using iterative soft thresholding [7].

FU

A

‘enet

W

o (33)

min
R

+4|ved F),

Both the sub problems are iteratively solved till convergence
criteria is satisfied, i.e. maximum number of iterations reached or
objective function variation between consecutive iterations falls
below the threshold (1e-7).

The complete algorithm for implementation of our formulation on
big datasets is given in fig. 2.



4. EXPERIMENTAL SETUP AND predicted in all the cases. The values shown in table 1 are the best
RESULTS case values. On the other hand, our algorithm ensures 100%

- - ) ) . coverage and consistently perform well for various test sets and
This section describes our experimental setup for testing our nove'multiple runs. Even for best case results, our algorithm is able to

proposition. Also, comparison with various standard matrix 5sieve a decrease of 2% in MAE values over APG. By RS
factorization algorithms is given in terms of mean absolute error ¢i-nqards. this improvement is substantially relevant.

(MAE) and execution times. . .
Table 1. Mean Absolute Error for Various Algorithms

4.1 Experimental Setup Algorithm Mean Absolute Error
We conducted experiments on Movielens 10M dataset [48] which EBCSBD (proposed) 0.6185
has been used extensively for benchmarking collaborative filterin

algorithms. The rating matrix has a dimension of 71567 users and APG 0.6307
10667items with 10 million ratings valued 1-5. The size of rating OptSpace 0.6437
matrix is justifies the use of divide and combine approach. We SVT 0.6645

performed fivefold cross validation, the available ratings are split
into five parts. Four of the parts (80% of available ratings) form
the training data and the last set (20% of available data) Mean absolute error is a measure of overall accuracy of the
constitutes the test set. For each of the test-train pair, 50algorithm. However, for each user what’s important is how close
independent runs of the algorithms were carried out. the predictions to his /her actual choice are. Hence, in table 2 we
show the spread of prediction error of various algorithms.
Prediction errorPE=n indicates that the error between the actual
and predicted ratings is. The values shown in the table are the
percentage of ratings having the stated prediction error. On this
measure also, our algorithm performs the best, with most of
For our experimentation, the complete interaction (user-item ratings having an error of less than 2.

rating) matrix was split into four disjoint sub matrices of almost Table 2. Spread of Prediction error

equal dimensions- by splitting along the columrOur matrix
factorization algorithm (EBCS-BD) was applied to each of the sub | Algorithm | PE=0 | PE=1 | PE=2 | PE=3 | PE=4
matrices in parallel. The value of regularization parameters were EBCSBD | 38.47 | 54.71 6.60 0.18 0.02
selected using L-curve method3. The optimum values were

Baseline estimation was done offline, using (21) and the
interaction part fed into our model framework. The value of
regularization parameter for the same was kept at 0.002%Mhd
iterations were carried out using stochastic gradient algorithm.

found to be 4-le-3 4 .-l 24— 5 The APG 37.67 | 5234 | 882 | 1.04 | 012
dimensionality of the model number of latent factors were OptSpace | 36.67 | 53.10 | 7.9 1.99 0.14
experimentally selected to be 50. The resulting predicted estimates SVT 35.40 | 53.46 | 8.71 1.27 0.16

were combined as per the design procedure underlined in fig. 2.
After the interaction component of the ratings are predicted,

baseline data computed offine is added back to recoverlt’s important for a RS design algorithm to not just be accurate but
completely filled rating matrix be sufficiently fast. A faster algorithm ensures that the model can

be updates more frequently and also online computation of rating
can also be carried out more efficiently.

4.2 Results _ : ,

Our model and design algorithm was compared against the Table 3. Run Times for Various Algorithms

traditional and state of thg art methc_nds for matrix fa_ctorization, Algorithm Run Times (seconds)

namely Accelerated Proximal Gradient (APG1][ Singular 17061

Value Thresholding (SVT) [4] and optSpadé]| EBCSBD (proposed) :

Table 1 shows the comparison between all techniques on the basijs APG 276.05

of recovery accuracy measured in terms of MAE .(34) OptSpace 1159.89
TR, -%mn SVT 265.74

MAE-MIN "~ (34)

The run times for various algorithms is shown in table 3. The
n times are for all three phases combined i.e., split, perform matrix

Where, %t | and %m,n are the actual and predicted ratings factorization and combine to yield final estimate. It’s evident that
' our algorithm is considerably faster than other algorithms. Our
algorithm (because of use of MM approach) is almost 1.5 times
measure for benchmarking algorithm for recommender systemfaster than APG and SVT, nearest to it in terms of time
design. requirement. This aids in design of an efficient recommender

system.

and |%|is the cardinality of the rating matrX . It’s the standard

It can be observed that our algorithm gives better recovery
accuracy than the other standard algorithms compared against.

Our algorithm performs around 4% better than optSpace and®. CONCLUSION

around 7.5% improvement is shown with respect to SVT in terms In this work, we propose a novel recommender system design
of mean absolute error. APG algorithm shows erratic behavior approach based on the latent factor model implemented on a
and does not give 100% coverage, i.e. not all ratings can bedistributed platform. Existing latent factor based models aim to
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recover the rating matrix as a product of a dense item andsa de sparsity constraint. Communications on pure and applied
user latent factor matrix. We also propose to recover the rating mathematics, 57(11), 2004, 141357.

matrix as a product of user and item factor matrices, but do n°t|[8] Donoho, D. L. Compressed sensing. IEEE Transactions on
impose the dense structure constraint. We claim that the use Information Theory, 52(4), 2006, 128306.

latent factor matrix is dense but for the item latent factor matrix o i ]

the same doesn’t hold true. This is because every user will [9] Figueiredo, M. A., Bioucas-Dias, J. M., and Nowak, R. D.

demonstrate certain degree of affinity towards all traits but, no ~ Ma&jorization-minimization algorithms for wavelet-based
item can concurrently possess all the traits. Hence, we promote  image restoration. |IEEE Transactions on Image Processing,
recovery of a dense user and a sparse item latent factor matrix. 16(12), 2007, 298@991.

Along with this, we also argue that the various traits defining the [10] Frieze, A., Kannan, R., and Vempala, S. Fast Monte-Carlo

items are not independent. This correlation and interdependence algorithms for finding low-rank approximations. Journal of
between the items is captured by use of an elastic-net the ACM (JACM), 51(6), 2004, 1025841.

regularization based penalty term. This addition promotes a group[11] Gleichman, S., & Eldar, Y. C. Blind compressed sensing.
sparsity effect in the sparse item factor vector - correlated factors IEEE Transactions on Information Theory, 57(10), 2011,
are selected togethewe show that our proposed formulation 69586975.

naturally fits into the blind compressive sensing framework with [12] Gross, D. Recovering low-rank matrices from few
an add-on elastic net penalty term coefficients in any basis. Information Theory, IEEE

We also derive and efficient algorithm for solving our problem Transactions on, 57(3), 2011, 152866.

formulation using Majorization minimization approach. Use of [13] Hansen, P. C., and O'Leary, D. P. The use of the L-curve in

MM technique helps in breaking complex and computationally the regularization of discrete ill-posed problems. SIAM

intensive optimization problem into simple iterative procedure. Journal on Scientific Computing, 14(6), 1983, 14%503.

Thus, use of MM method greatly reduces the computational ]

burden and run times. [14] Herlocker, J.L., Konstan, J.A., Terveen, L.G., and Riedl, J.T.
o ] Evaluating collaborative filtering recommender systems.

Also, we employ divide and combine approach to employ our ACM Transactions on Information Systems (TOIS), 22(1),

formulation efficiently on a distributed platform to very large 2004, 553

rating matrices. i ) .
[15] Hoerl, A. E., and Kennard, R. W. Ridge regression: Biased

In this work we have experimented on the movielens dataset estimation for nonorthogonal problems. Technometrics,
shown that our algorithm outperforms other collaborative filtering 12(1), 1970, 5%7.

techniques compared against. Our algorithm is able to achieve[16] Hofmann. T. Latent semantic models for collaborative

o ey o et s o e sl 19 S, T, L semante nod ot
- SO, g g bp 22(1), 2004, 8%15.

run times for our design is much smaller than for other algorithms. _ _
Hence, our design incorporates two basic requirements of[17] Keshavan, R. H., and Oh, S. A gradient descent algorithm on

recommender systemshigh accuracy and smaller execution. the grassman manifold for matrix completion. arXiv preprint
arXiv:0910.5260.
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ABSTRACT

The growth of Big Data has seen the increasing prevalence
of interconnected graph datasets that reflect the variety and
complexity of emerging data sources. Recent distributed
graph processing platforms offer vertex-centric and subgraph-
centric abstractions to compose and execute graph analytics
on commodity clusters and Clouds. Naive translation of ex-
isting graph algorithms to these programming models can
offer sub-optimal performance. We analyze the effective-
ness of PageRank, a popular graph centrality measure, for
a subgraph-centric programming model, and propose vari-
ations based on the existing BlockRank algorithm to im-
prove the performance. We evaluate these algorithms on
real-world graphs using the GoFFish platform on Amazon
EC2 Cloud VMs, and demonstrate that the proposed Sub-
graph Rank algorithm outperforms the native PageRank
and BlockRank algorithms, and is faster by 23 — 74% for
most graphs we evaluated, while achieving an equivalent
PageRank quality.

1. INTRODUCTION

Data processing has seen a sea change in the recent decade.
The term “Big Data” has been coined to reflect the potential
of — and complexity of — managing, exploring and analyz-
ing this massive influx, in order to offer knowledge and in-
sights. Google’s MapReduce [9] has proven seminal not just
in providing a framework for processing large data volumes,
but in allowing us to easily leverage distributed commod-
ity resources and Clouds to achieve the same. As such, the
characteristics of these large scale datasets have been evolv-
ing since the era of Google’s massive web logs, whose text
and tuple based processing motived MapReduce. We are
now seeing the pervasiveness of interconnected data — linked
data from the web [5], billions of social network users 36|,
online sensing networks from Internet of Things [27], genome
networks [3], to name a few — that reflect the variety and
complexity of emerging Big Data sources.

This need for large scale graph processing has motivated
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the development of distributed graph platforms such as Pre-
gel [28|, GraphLab [26], and Giraph++ [35]. Some of these
also operate on special graph structures, such as Power-
Graph [14] for power law graphs and GoFFish [34] for time-
series graphs. Such graph platforms complement the ex-
tensive work on parallel graph processing [2| on high per-
formance computing hardware by instead using commodity
clusters and Clouds that are more broadly accessible. At the
same time, these distributed platforms also, arguably, offer
simpler programming abstractions than, say, MPI to com-
pose graph applications and analytics. Vertex- |1},|28] and
subgraph- [34]35] centric abstractions, for example, allow
users to compose the graph application from the perspec-
tive of a single vertex or subgraph and operate across itera-
tive supersteps, much like MapReduce allows users to write
their logic over individual key-value(s) pairs. The platforms
handle scalable, data parallel execution of the graph appli-
cations once mapped to their programming model. Recent
results have shown the subgraph-centric programming models
to out-perform the vertex-centric abstractions [34L/35|, and
thus hold promise for wider adoption.

At the same time, the introduction of these novel graph
programming abstractions means that existing shared mem-
ory or parallel graph algorithms may not be a direct fit on
these platforms. And a naive translation of existing al-
gorithms to these new abstractions may offer sub-optimal
performance. It is well known that algorithmic innovations
at design-time, that effectively use the underlying abstrac-
tions, can significantly improve the application performance
compared to relying exclusively on runtime optimizations
provided by the platform. As a result, there is a need to
examine where existing algorithms fit directly, need to be
adapted or new algorithms are required, to make the best
use of such platforms.

Graph centrality measures are a key analytic that is used
in real-world networks, from understanding critical junctions
in power grids [10] to the spread of ideas (or diseases) in
social (or human) networks. PageRank |29] proposed by
Google for web graphs is a special case of Eigenvalue Cen-
trality |7], and is often used as a canonical algorithm for
evaluating graph platforms. As graph structures and sizes
have evolved over the past decade, research into PageRank
has contributed more scalable algorithms that handle het-
erogeneous and distributed topologies. This paper continues
in that spirit.

There has been extensive work on improving the Page-
Rank algorithm to fit different platforms, including MapRe-
duce [4,/18l20]. As a result, it is useful to understand how



effectively the PageRank for a graph can be computed us-
ing such novel distributed graph processing frameworks —
where existing PageRank algorithms work, and when new
ones need to be developed.

To this end, we analyze how the PageRank algorithm and
its parallel variants map to a subgraph-centric programming
model, and their performance for real-world graphs, includ-
ing non-web graphs. In particular, we use the BlockRank
algorithm [22], that naturally appears to suit a subgraph-
centric model, as an algorithmic starting point and propose
variations to better leverage the subgraph-centric abstrac-
tion. In the process, we make the following specific contri-
butions in this paper:

1. We map the BlockRank algorithm to a subgraph-centric
programming abstraction, and analyze its deficiencies,

2. We propose variations of the BlockRank algorithm in-
cluding Subgraph Rank, and hypothesize their behavior
in a subgraph-centric model, and

3. We implement the PageRank, BlockRank variations
and Subgraph Rank algorithms using the GoFFish sub
-graph-centric distributed graph platform, and experi-
mentally evaluate their quality and performance across
diverse real-world graphs on Amazon EC2 Cloud Vir-
tual Machines (VMs).

The rest of the paper is organized as follows: in § 2] we
offer a background of PageRank, BlockRank and subgraph-
centric graph programming abstractions; in § we intro-
duce variations to the BlockRank algorithm that can im-
prove its performance, and also propose the Subgraph Rank
algorithm as a suitable candidate for subgraph-centric pro-
gramming abstractions; in § we evaluate our proposed
algorithms on three real-world graphs using the GoFFish
platform running on Amazon’s public Cloud; we discuss re-
lated work in § and summarize our contributions and
provide directions for future work in §[f]

2. BACKGROUND

We provide background material on PageRank and Block-
Rank algorithms from prior literature, and subgraph-centric
programming abstractions that is our target distributed plat-
form.

2.1 Subgraph-Centric Abstractions

Vertex-centric graph programming abstractions have been
proposed by distributed platforms like Pregel |28] and Graph-
Lab [26]. In Pregel, vertices of a graph are partitioned across
multiple machines, and the computation is performed from
the view of a single vertex in a pleasingly parallel man-
ner. Coordination between distributed vertices takes place
through synchronized message passing at superstep bound-
aries. The graph applications progress iteratively, one su-
perstep at a time, interleaving computing and communica-
tion. Bulk Synchronous Parallel (BSP) [12] processing al-
lows efficient bulk transfer of messages on slower, commodity
networks, while also avoiding potential race conditions and
circular dependencies of distributed task execution.

In a subgraph-centric programming abstraction, the com-
putation is performed at the coarser granularity of a sub-
graph, with synchronized messages passed by subgraphs to
its neighboring subgraphs at superstep boundaries. While

Algorithm 1 Subgraph-Centric PageRank (SGPR)
1: procedure COMPUTE(Subgraph SG,Message msg][])

2: if superStep > MAX then Sanity check
3: VoteToHalt()

4: end if

5: if superStep == 1 then

6: for v in SG.vertices do

7 prfv] = m Initialize PR
8: end for

9: SendMessageToNeighbors(pr]])

10: else

11: sums[] = ComputePRSums(pr)

12: also includes local contributions

13: for v in SG.vertices do Update PR
14: pr[v] = 0.85xsums[v]+0.15 X (g
15: end for

16: if superStep == 30 then

17: VoteToHalt() Halt after 30 iters
18: else

19: SendMessageToNeighbors(pr]])

20: end if

21: end if

22: end procedure

platforms like Giraph++ [35] treat each graph partition as a
(disconnected) subgraph, others like our own GoFFish plat-
form |34] identify weakly connected components within each
partition as units of subgraph execution. For consistency,
we assume the latter definition of subgraphs as weakly con-
nected components though our results translate to both def-
initions. Subgraph centric programming has been shown to
be faster than vertex centric programming due to better use
of shared memory algorithms on entire subgraphs, reduced
message passing overheads, and fewer supersteps to conver-
gence for graph applications.

GoFFish, used to evaluate our algorithms in this paper,
partitions graphs across multiple hosts or VMs, identifies
subgraphs within each partition, and stores the subgraph
and its attributes within its GoFS distributed storage. It
is optimized for a write-once, read-many batch processing
model. Subgraphs have local edges between their local ver-
tices, and remote edges connecting to subgraphs in other
partitions. Graphs are partitioned using METIS [23] to
minimize the edge-cuts between partitions and balance the
number of vertices per partition. Subgraph centric appli-
cations composed in GoFFish are executed on distributed
hosts using the Floe Dataflow engine which implements the
BSP execution model.

2.2 PageRank and BlockRank

PageRank is a centrality measure that indicates the rela-
tive importance of a vertex within a graph [29|. The Page-
Rank of a webpage (vertex) in a web graph, with hyperlinks
forming edges, is the probability that a web surfer who is
performing a random walk on the web graph will end up at
that page when following the links [7]. For a given webpage
v € Vin a web graph G = (V,E) with the set of vertices V
(webpages) and edges E (hyperlinks), its PageRank P(v) is
given by the following iterative logic:

Po(v) = (1)

S

Pir1(v) = a x (Z Pifw) ) +(1-a)x (2)

weZ(v) |O(w)]

3=



P(v) = Pit1(v) [ Vo € V, [Pt (v) — ®3)

where n = |V| is the number of vertices in the web graph,
|O(v)| is the out-degree of the vertex v and Z(v) is the set
of neighboring vertices that have incoming edges into v. «
gives the probability with which the random walk will follow
an outgoing link from a vertex, with (1 — a) being the prob-
ability of taking a jump elsewhere. ¢ is a distance threshold
beyond which successive iterations of PageRank should not
change by, for the algorithm to terminate. Eqn. [I] initial-
izes the PageRank to the probability of starting at any ran-
dom vertex in the graph, Eqn. [2]is the iterative step which
updates a vertex’s PageRank values based on the weighted
values reported by its neighbors, while Eqn. [3|is the halting
condition where the PageRank has quiesced for all vertices
across the graph.

PageRank has been a de facto graph algorithm for vali-
dating graph platforms, and the two recent subgraph-centric
platforms, Giraph++ and GoFFish, have both mapped Page-
Rank using a subgraph-centric programming model. Alg.
lists the pseudo-code for a subgraph-centric PageRank. Af-
ter initialization the PageRank for all vertices in the sub-
graph in the first superstep, each subgraph sends the Page-
Rank values for its vertices to their neighboring vertices
present in remote subgraphs. In each subsequent super-
step, the subgraph uses the PageRank values for neighboring
vertices available from the received messages to update the
PageRank value for its vertices, taking a damping factor
into consideration. The algorithm either runs till a thresh-
old value of convergence is reached, or for a fixed number
of supersteps (30 shown in Alg. . As can be seen, the
subgraph-centric algorithm still iterates through every ver-
tex and applies the update in each superstep, mimicking
the behavior of a vertex-centric algorithm. This makes this
algorithm a naive mapping to a subgraph-centric model.

Though PageRank was defined for web graphs and for link
analysis, the measure is used in many other domains 13| like
in Social Network, Citation Networks, and Road Network
analysis. Hence, scaling PageRank on distributed platforms
for diverse graphs has the potential to benefit multiple do-
mains.

Different flavors of PageRank algorithms have been pro-
posed, both to improve the quality of the ranks and to
speed up convergence. These include Topic-sensitive PageR-
anks [18], Personalized PageRanks [20], and BlockRank [22].
The BlockRank algorithm is based on the idea that a general
web graph has an inherent block structure, i.e., sets of web-
pages with a high concentration of interconnected hyper-
links, such as found between pages within a web domain.
The intra-block edges tend toward a clique-like structure
within a block, while the inter-block edges are sparse.

Pi(v)| <e

The generic BlockRank algorithm operates over three phases.

In the Local PageRank phase, localized PageRank values
are calculated for each vertex in a block by omitting all the
remote links between the blocks. Next, in the BlockRank
phase, a BlockRank value, which represents the relative im-
portance of each block in the graph, is computed. For this,
we consider each block as a meta-vertex in a meta-graph,
and edges between blocks as meta-edges. A variation of
the PageRank algorithm is performed on this meta-graph,
and the PageRank for each block (meta-vertex) is its Block-
Rank. In the last Global PageRank phase, we estimate the
initial PageRank values for each vertex by combining their
Local PageRank with the BlockRank, and then perform the
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Figure 1: Flowchart of BlockRank algorithm phases.
Boxes listed horizontally show different subgraphs,
and boxes listed vertically span supersteps.

standard PageRank algorithm using these initial values.The
authors 22| show that the BlockRank algorithm converges
faster than traditional PageRank, and they offer theoretical
performance bounds for block-structured graphs.

3. BLOCKRANK & SUBGRAPH RANK

In this section, we discuss BlockRank and its variations
for a subgraph-centric model, and introduce the Subgraph
Rank algorithm.

3.1 Native BlockRank Algorithm (BRNA)

One of the challenges of running a naive PageRank algo-
rithm using a subgraph-centric model (SGPR) is that its ex-
ecution behavior mimics that of a vertex-centric version [34].
In every superstep, the PageRank value of a vertex is up-
dated and passed as messages to its neighbors. There by,
the subgraph as a whole is unable to make progress without
each localized vertex making identical progress. Exposing
subgraph-level computation would mitigate this downside,
and effectively leverage the abstraction.

The BlockRank algorithm leverages the block structure
of the web to speed up the convergence of PageRank. A
graph is said to have a block-structure if, when considering
it as an adjacency matrix, there are blocks within the ma-
trix that have high intra-vertex edge connectivity and the
inter-block edge connectivity is sparse. This algorithm is
theoretically proven to perform better than PageRank for
block-structured graphs. Since blocks loosely correspond to
the notion of subgraphs, it is worthwhile mapping Block-
Rank to a subgraph-centric model to potentially do better
than naive PageRank.

Fig.|Il]shows the phases involved in performing BlockRank
using a subgraph-centric model. The corresponding pseudo-
code is listed in Alg.[2] There are three key phases in Block-
Rank, as mentioned before: (1) Local PageRank (LPR)
computation, (2) BlockRank computation, and (3) Global



PageRank (GPR) computation. Each of these phases are
performed using a subgraph-centric abstraction, with com-
putation distributed across subgraphs (horizontal boxes in
Fig. and proceeding iteratively over one or more super-
steps (vertical boxes).

The LPR phase runs in the first superstep and here, each
subgraph operates independently as its own graph, ignor-
ing remote edges to other subgraphs, and calculates the
PageRank for each of its vertices (pr[v]) using the standard
iterative PageRank algorithm, in-memory. This is shown
in Alg. lines It then proceeds to the BlockRank
phase where each subgraph (block) is treated as a vertex in
a meta-graph, and the BlockRank for each subgraph is cal-
culated, starting with an initial value that equals m
and iterating over supersteps to exchange BlockRank values
between subgraphs after each superstep (Alg. lines
. This phase runs for a fixed number of supersteps — we
set this to 10 supersteps since that achieves a reasonable
BlockRank convergence for meta-graphs with up to 2700
subgraphs (meta-vertices) that we observe. The BlockRank
values (br) calculated at the end of this phase are used as
weighing factors to initialize the PageRank for each vertex
of the graph (Alg. [2| line , referred to as “distributing”
the BlockRank. Following this BlockRank distribution, the
GPR phase starts with these initialized PageRank values
and runs over multiple supersteps until convergence.

While we can map the BlockRank to a subgraph-centric
model, we perceive shortcomings to this algorithm (substan-
tiated in the evaluation, § in practice:

e General graphs may not have a strong block-structure
to them, and as such the BlockRank algorithm may
not perform well for such graphs.

e The block structure only loosely maps to a subgraph.
Since the block sizes of graphs can vary widely, parti-
tioning these graphs can end up splitting blocks across
multiple subgraphs, thereby impacting the benefits of
block-level computations.

Hence, we propose a more robust solutions to calculat-
ing PageRank that goes beyond the native BlockRank algo-
rithm.

3.2 Dimensions for Varying BlockRank

We can vary the native BlockRank algorithm along sev-
eral dimensions to explore a variant that is more suitable
to subgraph-centric models and for general graphs. Some
of these change dimensions are discussed first, followed by
the variations of BlockRank algorithms that include one or
more of these. In this section, consider the graph G = (V,E)
with the set of vertices V and edges E is partitioned into a
set of subgraphs (blocks) S; = (V;, E;) € S, where V; C V
and E; C E.

3.2.1 BlockRank Initialization Vector

SGC-inverse: The BlockRank phase has to start with
an initial BlockRank value for each subgraph (block) in
the first iteration. This choice is significant and affects the
BlockRank phase. A natural choice is a uniform distribu-
tion, similar to PageRank, across all the blocks given by
ﬁ, where |S| is the count of subgraphs in the graph (hence,
subgraph count or SGC). So every subgraph gets the same
initial BlockRank value irrespective of its structure.
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Algorithm 2 Subgraph-centric Native BlockRank (BRNA)

1: procedure COMPUTE(Subgraph SG,Message msg][])

2: if superStep > MAX then Sanity check
3: VoteToHalt()

4: end if

5: if superStep == 1 then Local PageRank
6: for v in SG.vertices do

T prjv] = m Initialize PR
8: end for

9: do

10: sums[] = ComputePRSums(pr)

11: L1Norm =0

12: for vin SG.vertices do Update PR
13: prev = pr{v]

14: prv] = 0.85xsums[v]4+0.15 x m
15: Llnorm = Llnorm+ Abs(prev - pr[v])
16: end for

17: while L1Norm > € Test convergence
18: isBRActive = TRUE

19: else if isBRActive then BlockRank

20: if IsFirstBRSuperStep() then

21: b = [supgraphal Initialize BR

22: else Update BR

23: sum = ComputeBRSum (msg][])

24: br = 0.85 x sum +0.15 X g

25: end if

26: SendMessageNeighbors(br)

27: if IsMaxBRSuperSteps() then

28: isBRActive = FALSE

29: for v in SG.vertices do

30: prv] = brx pr[v] Distribute BR
31: end for

32: end if

33: else Global PageRank

34: DoPageRank(SG, pr[], msg[])

35: VoteToHalt() on convergence

36: end if

37: end procedure

SG-by-G: Here the initial value of BlockRank is weighed
by the number of vertices contributed by the subgraph to the
lKj\l for the subgraph S;, where
|Vi| is the number of vertices in S; and |V| is the number
of vertices in the entire graph. Intuitively, this is introduces
fairness in the allocation that accounts for the varying sizes
of different blocks.

3.2.2 BlockRank Distribution

Native: In the PageRank algorithm, a fraction % of
the PageRank values P(v) for a vertex v is passed at the
end of each iteration to each of its n neighboring out ver-
tices, uniformly. This fraction % is called the transition
probability distributed from vertex v to each its neighbors.
Similarly, in the BlockRank phase for the BRNA algorithm,
the BlockRank of each subgraph (block) is distributed to
its neighboring subgraphs after each BlockRank iteration.
This distribution logic is more complex as we consider both

entire graph, and given as



self-edges from a subgraph to itself, and the local PageRank
calculated in the LPR phase for vertices in that subgraph in
calculating the block-transition probability.

For a vertex v € V, its local PageRank is given by LP(v).
The BlockRank at iteration 0 for a subgraph S; is given by
BRo(S;) = é Now for every vertex v € V; for the subgraph
(block) S;, we use LP(v) to calculate the block-transition
probability, 551:%5;, from one subgraph S; to S; at the Eth
iteration.

vSi = (Vi, E;) € S, we have Zvew LPv)=1 (4)
VS;, S; € S, we have
5;—S; LP(v)

e 2 ow  ©

vES;,WES; (v, w)EE;&E;

BRr11(S;) = ax (Z ,fiﬂsj X BRk(Si))ﬂ-(l—a)Xé
(6)
where |S| is the number of subgraphs (blocks) in the graph,

(v,w) € E;&E; refers to edges incident from vertices in

Si to Sj, and |O(v)| and « follow same conversion as for

PageRank. Eqn. [4] asserts that the sum of local PageRank

values inside a subgraph is 1. Eqn. [5| calculates the block-

transition probability from subgraph S; to S; if there is an

edge from one to the other. It also considers self-edges (S; —

S;) and local PageRanks; a fraction % of the BlockRank
will be passed to S;. Eqn. |§| applies this block-transition
probability to get the BlockRank of the subgraph for the
next iteration.

So this gives consideration to self edges from the subgraph
to itself (ﬁ,fiﬁsi), and also includes the local PageRank so
that important local vertices within the subgraph pass on a
higher fraction of the BlockRank values to its neighbors.

PageRank-like: In this adaptation, self-edges within a
subgraph and local PageRank values for vertices in the sub-
graph are ignored in the block-transition probability. Only
edges that go from one subgraph to another are taken into
consideration. So we construct a meta-graph with the sub-
graphs as the meta-vertices and edges between subgraphs
as the meta-edges and run PageRank on the meta-Graph.
In the equation below, Z() and O() refer to the in-coming
and out-going meta-vertices (subgraphs) connected to a sub-
graph.

S;€s8

N BR(S:) 1
BRi+1(S;) = a x (Zsiez(sj) o) ) +(1-0a)x 5
7

3.3 Variations of BlockRank Algorithm

3.3.1 Native BlockRank (BRNA)

BRNA is a direct implementation of the BlockRank to
a subgraph-centric model, as discussed in § [3-1] where each
subgraph is treated as a block. Since while partitioning the
graphs across distributed machines [23| we balance the num-
ber of vertices and minimizing the edge-cuts across parti-
tions, a subgraph partially behaves like a block. This uses
native BlockRank distribution logic and SGC-inverse initial-
ization Vector.
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3.3.2  BlockRank with PageRank-like Distribution Logic
(BRDL)

Here the BRNA algorithm is used with a PageRank-like
BlockRank distribution Logic instead of the native logic.
Consequently, since the BlockRank phase effectively runs
a PageRank algorithm on the meta-graph, it is more intu-
itive. BRDL completes the LPR phase in the first superstep
and then proceeds to the BlockRank phase. We start with
SGC-inverse initialization vector and follow PageRank-like
BlockRank distribution for 10 supersteps, before switching
to a global PageRank phase.

3.3.3 BlockRank with SG-by-G Initialization Vector
(BRIV)

In BRIV, the BRNA algorithm changed to use SG-by-G
initialization vector. Using SG-by-G ensures a fairer ini-
tial BlockRank value. One of the key rationales for using
BlockRank is to compute a better start value for the global
PageRank to allow rapid convergence. Vertices in smaller
subgraphs have a higher local PageRank value compared
to vertices in a larger subgraph since the sum of the local
PageRank is 1 in both cases. Since the local PageRank is
weighted with the BlockRank computed for that subgraph,
using SG-by-G as the initial BlockRank allows vertices in
larger subgraphs to regain their importance. As a result,
we get a better estimate of the relative importance of the
subgraphs, which is in the spirit of the original BlockRank
paper. Note that SGC-inverse is a special case of SG-by-G
where all subgraphs are of equal size.

3.3.4 BlockRank with PageRank-like Distribution Logic
and SG-by-G Initialization Vector (BRDI)

Here, BRNA is modified to use SG-by-G as the initializa-

tion vector for the BlockRank Phase and uses PageRank-like

BlockRank distribution logic. This couples the features of
both BRDL and BRIV.

3.3.5 BlockRank without BlockRank Distribution (BRNO)

In this variation from BRNA, we skip running the Block-
Rank phase by setting the BlockRank value as ﬁ and pass-
ing it on to the initialization of the Global PageRank. We
retain the initialization vector of SGC-inverse. As discussed
before, it is observed that both large and small subgraphs
end up converging to a uniform BlockRank value at the end
of the BlockRank phase in the other variations. So this al-
gorithm altogether avoids the BlockRank phase and sets the
BlockRank directly to this uniform value, br = |1§| (Alg.

line .

3.3.6  Subgraph Rank (SGRK)

The Subgraph Rank algorithm operates by changing the
initialization vector for BlockRank in BRNO to SG-by-G,
thereby intuitively captures the spirit of the original Block-
Rank algorithm for a general graph. The local PageRank
phase is the same as for all BlockRank algorithms. In the
BlockRank phase, we set the initial BlockRank for each sub-
graph as SG-by-G, and pass this value on directly to the
global PageRank initialization without running any Block-
Rank supersteps. The pseudo-code for the Subgraph Rank
algorithm is identical to the BRNA algorithm, Alg. 2] ex-
cept that lines to calculate BlockRank are replaced

. SG.vertices| -
by the function: br = ASG.vertices| 4 o the value of br
|Graph.vertices|?’ ’



is the ratio of the number of vertices in the subgraph to the
total number of vertices in the whole graph.

4. EXPERIMENTAL EVALUATION

‘We present an empirical evaluation of the baseline subgraph-
centric PageRank and native BlockRank algorithms, and
demonstrate the relative performance of the proposed Block-
Rank variants, including Subgraph Rank, compared to these
baselines. The algorithms are implemented on our GoFF-
ish subgraph-centric distributed graph platform, and run on
Amazon EC2 Cloud VMs. We expect these results to gener-
alize to other subgraph-centric platforms such as Giraph++,
when run on any commodity cluster or Infrastructure as a
Service (IaaS) Cloud. We discuss the graph datasets used
in the evaluation, the experimental setup and metrics for
success, before we present the results.

4.1 Graph Datasets

We choose three real-world graphs available from Stan-
ford’s SNAP graph repository for our evaluation. These are
summarized in Table [[] The graphs selected have diverse
topological characteristics, and span different application
domains, to ensure that our experimental results on qual-
ity, performance and scalability can be generalized. The
Amazon Product Network (AMZN)BS a small graph from
the eCommerce space, has a higher vertex degree (2.76)
and medium diameter (44). The California Road Network
(CARNES a medium sized graph from the transportation
domain with a large diameter (849) and smaller degree (1.4).
The Wikipedia Talk Network (WIKI)ﬁs a larger social net-
work community graph with over 5 million edges and a
small diameter (9). These graphs have also been used in
literature for evaluating other graph platforms [1634]. All
these graphs are deployed as undirected.

Table 1: Graph datasets used and their properties

Graph Vertices Edges | Dia- Vertex
meter | Degree
AMZN 334,863 925,872 | 44 2.76
CARN 1,965,206 | 2,766,607 | 849 1.40
WIKI 2,394,385 | 5,021,410 | 9 2.00

4.2 Execution Environment

All the existing and proposed algorithms are implemented
and executed on the GoFFish graph analytics platformlﬂ [34].
Since the emphasis of this paper is on the improvements
offered by the algorithm, implementing them all on GoFF-
ish allows us to do a fair comparative evaluation. Alterna-
tives such as Giraph++ [35] that offer a subgraph-centric
model would also behave similarly. The subgraph-centric
programming model is a natural superset of a vertex-centric
programming model, and hence the naive PageRank algo-
rithm can also be implemented on platforms like Apache Gi-
raph [34]. However, this does not extend to the other Block-
Rank algorithms that rely on the subgraph-centric model.

"http://snap.stanford.edu/data/com-Amazon.html
http://snap.stanford.edu/data/roadNet-CA html
3http://snap.stanford.edu/data/wiki- Talk.html
“http://github.com /usc-cloud /goffish
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The GoFFish platform and the algorithms evaluated are im-
plemented in Java, and executed using JDK 1.7.

The experiments are run on Amazon Web Services (AWS)
TaaS public cloud ﬂ We use either m3.large or m3.xlarge
Elastic Compute Cloud (EC2) Virtual Machines (VMs), as
noted later. The specifications of the VM such as the num-
ber of virtual CPU cores and SSD-based local disk storage
are given in Table [2] The guest OS on the VM is based on
64-bit Linux.

Table 2: AWS EC2 VM Specifications

l VM Type‘ vCPU ‘ Memory ‘ Disk ‘ Bandwidth'

m3.large 2 7.5 GiB | 32 GB | moderate
(~700Mbps)

m3.xlarge 4 15 GiB | 80 GB | high
(~1100Mbps)

1LIndicative network bandwidth from
http://blog.flux7.com/blogs/benchmarks/benchmarking-network-
performance-of-m1l-and-m3-instances-using-iperf-tool

All the VMs act as worker nodes for GoFFish, host the
graph partitions and execute the subgraph-centric applica-
tion. One these worker VM play an additional role of host-
ing the coordinator task, though it is a light weight process.
GoFFish is multi-threaded, with each worker using twice as
many threads as the number of CPU cores, and each thread
working on one subgraph at a time.

4.3 Evaluation Metrics

We propose quality and performance measures to evaluate
the success of the existing and proposed algorithms to calcu-
late the PageRank of the three graphs. The quality measure
calculates the proximity of the proposed algorithms’ solu-
tions to a near-optimal PageRank solution for the graph. We
define this near-optimal PageRank for a graph as the Page-
Rank value for its vertices arrived at the 100*" iteration (su-
perstep) of running a naive PageRank algorithm. We then
calculate the L1 Norm at the k*" iteration of the PageRank
values provided by the evaluated algorithms (P}), against
the PageRank values from this near-optimal solution (Pigo).
This Distance from Convergence (DFC) for each vertex v in
the graph at superstep k is given by:

DFC(k) = ZUEV |Pr (v) — Pioo(v)] (8)

This approximation helps avoid the oscillatory nature of
the PageRank solution even as it incrementally narrows to-
ward convergence as the supersteps increase. For e.g., Fig.
shows the incremental L1 Norm between two successive su-
persteps for the CARN graph using a naive PageRank algo-
rithm, and its oscillations past 55 supersteps. Due to this
behavior, using the L1 Norm between supersteps, which es-
timates the incremental change in PageRank value (Eqn. 3]),
as a metric for convergence can lead to incorrect premature
halting. This approach has been used elsewhere too [35].
For our evaluation, we consider representative threshold
distance values for DFC: 0.1,0.01,0.001, and 0.0001 ; these
distances are in short denoted by A¢.1, Ao.o1, No.oo1 and
Ao.0001- Depending on the quality of the PageRank results

®http://aws.amazon.com/ec2
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Figure 2: L1 Norm between PageRank values of suc-
cessive supersteps for CARN using SGPR.

required for a graph, it suffices to iterate the algorithm till
its PageRank reaches within one of these four A thresholds.

The performance measures we consider include the num-
ber of supersteps and the wall clock time (Makespan) the
proposed algorithms take to reach within a particular A
threshold from the near-optimal solution. We also con-
sider the scalability of the algorithms given by the observed
speedup as we increase or decrease the number of VMs on
which the algorithms are run.

4.4 Baseline Experiments

Our prior work has shown that a naive subgraph-centric
implementation of the PageRank algorithm (SGPR) is only
comparable to, but does not outperform, the vertex-centric
PageRank algorithm [34]. The BlockRank algorithm [22],
intuitively, is expected to improve the performance by lever-
aging the availability of the entire subgraph in local memory.
We initially evaluate the effectiveness of this native Block-
Rank algorithm (BRNA), and compare it with the SGPR
algorithm. Unless otherwise noted, all experiments are run
thrice and the average of their values plotted.

We run the SGPR and BRNA algorithms on the AMZN
and CARN graphs partitioned across 6 m3.large VMs, and
run them to 100 supersteps. At every superstep, we record
the DFC for the graph, and plot it in Fig.

We see that the naive Subgraph-centric PageRank, SGPR,
that we wish to out-perform continues to converge in fewer
supersteps than the native BlockRank algorithm, BRNA.
BRNA takes 319 secs and 113 secs to run for 100 super-
steps for AMZN and CARN, respectively, compared 321 secs
and 86 secs for SGPR. While BRNA seems incrementally
slower, the reality is worse when we consider the superstep
and time at which BRNA reaches the Ag.ogoo1 threshold. For
AMZN (Fig. [3a), BRNA reaches the threshold at superstep
70 (211 secs) and SGPR reaches it at superstep 31 (97 secs),
while for CARN (Fig. [3b), BRNA reaches Ag.go01 at su-
perstep 74 (91 secs) and SGPR reaches it at superstep 32
(43 secs). So BRNA is almost twice as slow as SGPR in
reaching convergence.

This is counter-intuitive, but can be explained. First,
BRNA is reliant on a strict block-like structure of the graphs
seen in web graphs, with subgraphs having a high edge den-
sity that borders on cliques [22]. The graph datasets from
real-world networks that we consider do not have such an
extreme block structure, and consequently the algorithm
performs worse. Second, while GoFFish’s partitioning algo-
rithm (METIS) tries to reduce edge cuts between partitions
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and then identifies subgraph within each partition, the qual-
ity of partitioning may result in small subgraphs with just
100’s of vertices, or split a large block across two subgraphs
in different partitions. As a result, we see that BRNA is
not usable as is for the general class of graphs, and for a
subgraph-centric paradigm. This empirically motivates the
need for better PageRank algorithms that can leverage the
subgraph-centric programming abstraction that is available.
Note that the near-optimal solution is calculated using
SGPR’s PageRank value at superstep 100, and one would
expect that the DFC for SGPR at superstep 100 to be 0
in Fig. [} However, this is not the case since every run of
the algorithm does not deterministically produce identical
PageRank values. As a result, the DFC proximity measure
is a more appropriate metric. Even there, having a DFC
value smaller than 0.0001 may not be meaningful. So we
adopt Ag.oo01 as our upper bound of PageRank quality.

4.5 Quality Analysis of BlockRank Variations

We evaluate the proposed five variations to the Block-
Rank algorithms (BRDL, BRIV, BRDI, BRNO) from
§ including the Subgraph Rank (SGRK) algorithm, and
compare them against the SGPR and BRNA baseline algo-
rithms. Fig.[d]shows the DFC for these seven algorithms for
the AMZN and the CARN graphs when run on 6 m3.large
worker VMs to 100 supersteps. We can make several obser-
vations from these plots.

The DFC for BlockRank variations are affected by the
three phases of their algorithm: LPR, BlockRank and GPR.
The artifact of LPR phase is seen in the DFC value at
the initial superstep, of BlockRank phase (if present) over
the next 10 supersteps, and the GPR phase for subsequent
supersteps. Overall, we can see that SGRK consistently
outperforms all the other algorithms, while the BlockRank
variants, BRNA, BRDL, BRIV, BRDI, and BRNO under-
perform the baseline SGPR. However, there are subtle but
consistent patterns unique to each phase, and each algorith-
mic variation that reflects the different initialization vectors
and BlockRank distribution logic that are attempted. We
discuss these next to help explain how SGRK is a successful
refinement of the other BlockRank variations.

The BlockRank algorithms that use the native initializa-
tion vector of SGC-inverse — BRNA, BRDL and BRNO —
end up with a larger distance from convergence at the first
superstep, with a DFC value > 1.0. However, the algorithms
that use the proposed alternative SG-by-G initialization vec-
tor end up with a lower (better) DFC value at their initial su-
perstep (e.g. < 0.1 for AMZN and < 0.001 for CARN). This
confirms our hypothesis that using a normalized BlockRank
initialization value that considers the number of vertices in
the subgraph is fairer and offers a better initial estimate of
the eventual PageRank value.

In the initial supersteps, when the BlockRank phase is
taking place, we see the distinctive behavior of the algo-
rithms. BRNA and BRIV both use the native BlockRank
distribution logic that not only includes remote edges in its
computation of BlockRank but also the internal edges within
a subgraph and the local PageRank for their vertices (Eqn. @
At the end of the BlockRank phase, the DFC for both these
two algorithms end up at near identical points — gradually
decreasing from a high DFC for BRNA, and sharply increas-
ing from a lower DFC for BRIV to ~ 1.0 for AMZN. Even
when using the alternative PageRank-like distribution logic



———SGPR ——BRNA

v o1
5 ¢
& v
v 2 01
O v
S 2
B § 0.01
Q
£  0.001
o
2
- 0.0001
-~

0.00001

0 20 40 60 80 100
Superstep
(a) AMZN

£y ! ——SGPR ——BRNA
£ 9
v D
2 ¢ 01
sg”
3
QI o
€ 0.0001
o
2
3
0.000001
0 20 40 60 80 100
Superstep
(b) CARN
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for BRDL and BRDI, we see a similar trend whereby the
BlockRank phase causes the DFC values to converge to a
similar point of ~ 0.4 for AMZN, though this value is closer
to convergence than using the native distribution. In effect,
the BlockRank phase, using either of the distributions, ef-
fectively converges to a specific value that does not offer any
benefits. We observe that this constant value is close to ﬁ
for the native BlockRank distribution.

Note that during the BlockRank phase, we assume that
the PageRank value for each vertex in a subgraph at each
superstep is the product of its local PageRank from the LPR
phase and the current BlockRank value for the subgraph at
that superstep. This allows us to compute the DFC at each
superstep. Also, since the BlockRank phase operates on
the meta-graph that is distributed across p partitions, the
maximum diameter of the meta-graph is p, and this leads
to the BlockRank values converging rapidly within a few
supersteps.

In fact, BRNO, that skips having a BlockRank phase and
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directly uses a constant value as the BlockRank manages
to make steady progress in converging during the 10 Block-
Rank supersteps it would otherwise have spent calculating
BlockRank. The slope of the reduction in DFC is steady for
the five BlockRank variants once they reach the global Page-
Rank phase. Hence the initial PageRank at the start of the
GPR phase impacts how quickly the algorithms converge.
SGRK, however, performs significantly better than the
other BlockRank variations as well as SGPR. It leverages the
best features of using a fair initialization vector like BRIV
and BRDI, giving it an early advantage, and also avoids the
pitfalls of the BlockRank phase, like BRNO. The impact
of the initialization phase using the normalized SG-by-G
weights is tangible. We see that the DFC at the start of the
global PageRank in superstep 2 for SGRK is much smaller
than the initial DFC for SGPR in superstep 1, with DFC val-
ues of 0.03291 vs. 0.21355 for AMZN (Fig. [4a)), and 0.00042
vs. 0.22030 for CARN (Fig. [ib)). This order(s) of magni-
tude improvement in the initial BlockRank phase is the key
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benefit that we expect from leveraging the subgraph-centric
programming abstraction. The subsequent supersteps, once
we are in the global PageRank phase, show more modest
reductions in DFC that is comparable to SGPR.

This benefit extends to the WIKI graph too. Fig. [f]shows
the DFC for the WIKI graph when running SGPR and
SGRK on 6 m3.xlarge worker VMs to 100 supersteps — the
larger VMs are necessary to ensure that the graph parti-
tions and messages buffered at the end of each superstep fit
in memory. We see that the SGRK has a DFC of 0.22010
at superstep 2 while SGPR has a DFC of 1.19161 when it is
initialized, and SGRK also has a sharper convergence slope
for subsequent supersteps than SGPR.

As such, SGRK is qualitatively better than the other
BlockRank algorithms or the naive PageRank algorithm.
The local PageRank values which we compute in the first
superstep are relatively close to the near-optimal PageRank
values. This is thanks to the partitioning that is done during
graph deployment to minimize edge cuts across partitions
and balance the number of vertices in each partition. This
has the effect of identifying block-structures that may exist,
and manifesting them as subgraphs that are more generally
applicable to even graphs without a strong block structure
(like CARN). When normalizing the local PageRank values
to bootstrap the global PageRank phase, we factor in the
fraction of vertices held by the subgraph as it enables fairer
allocation and is robust to for subgraphs of varying sizes

4.6 Performance Analysis of BlockRank Vari-
ations

Performance is another important metric which deter-
mines the success of an algorithm. The proposed algorithms
have different time complexities for their different phases.
For the LPR phase, the time complexity is O(m x (V;/4X +
EMAX)), where each in-memory iteration m is linear in
terms of vertex count and edge count of the largest subgraph.
For the BlockRank phase, the time complexity is similar
since it is like PageRank applied to the meta-graph formed
from the subgraphs as vertices: O(10 x (|S| + Ej¢™°)),
where 10 is the constant number of supersteps the Block-
Rank phase runs for, |S| is the number of subgraphs (meta-
vertices) in the graph and E}*"°'® is the number of remote
(meta) edges. For the GPR phase, the time complexity is
O(£ x(|V|+]|E|)) where |V| and |E| are the number of vertices
ar& edges for the whole graph, p is the number of partitions,
and ¢ is the number supersteps taken to converge to a re-
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quired A value. As we can see, the LPR and BlockRank
phases have much smaller time complexity than the GPR
phase, and hence the more progress that can be made in the
former toward convergence, the better the performance.

We quantify the performance of these algorithms by plot-
ting the time that they take to achieve Ag.ooo1, and the
superstep that they achieve this in. Fig. |§| shows these plots
for the five BlockRank variations and the two baseline algo-
rithms for AMZN and CARN. These were run on 6 m3. large
worker VMs.

The BlockRank algorithms spend the first few supersteps
in the initialization and LPR phases, after which they switch
to the GPR supersteps that is similar to SGPR. For all al-
gorithms, the time taken per superstep in the GPR phase is
uniform and observed to have a linear time complexity. So
we see from the figure that the number supersteps and the
time taken are usually proportional (line and bar graphs).
For e.g., we observe (not plotted) that for AMZN, both
SGPR and SGRK take 3.2 secs per superstep, with less
than a second spent in the initial supersteps for SGRK. On
the other hand, for CARN, both SGPR and SGRK spend
0.66 secs per superstep while the initialization superstep
takes about 29 secs for SGRK. This is because, CARN has
about 4x more vertices and edges than AMZN, and the
LPR phase in each subgraph takes longer to converge to an
L1 Norm of 0.0001. This slower LPR phase also explains
why SGRK takes about 41 secs to converge to Ag.oo01 de-
spite reaching there in 6 supersteps. The WIKI graph takes
about 123 secs per superstep for SGPR and SGRK, and a
relatively modest 36 secs is spent in LPR for SGRK. Note
that WIKI runs on an m3.xlarge machine which is twice as
capable as m3.large that CARN runs on. Most of the time
(97%) per superstep for WIKI is taken for passing PageRank
update messages over the network between supersteps, com-
pared to the time spent on computing the PageRank (3%).

As we can see from Fig.@, SGPR and SGRK reach Ag.o001
earlier than the other BlockRank variations. BRNA is the
slowest due to poorer BlockRank initialization vector and
the time spent on the BlockRank phase. But this extra time
taken during the initial supersteps does not offer a faster
convergence. The other BlockRank variants are marginally
better than the baseline BRNA. We also note that SGRK is
consistently faster than SGPR for both AMZN and CARN,
giving 23% and 2% speed improvements, respectively. Also,
while CARN is a larger graph than AMZN, it converges
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faster. This is because CARN has a much larger diame-
ter than AMZN, which means subgraphs are sparsely con-
nected, and hence local PageRank values dominate and net-
work-overhead due to edge cuts across partitions is lower.
Since the algorithms are often network bound than compute
bound, this leads to a lower per-superstep time for CARN.

The performance benefits of SGRK over SGPR is even
better, in many cases, when a lower PageRank quality is
adequate. Fig. |Z| shows the time taken to reach quality val-
ues of AOJ, AO.Ol, AO.OOl and AO.OOOI for xAlV[ZI\I7 CARN
and WIKI graphs for both these algorithms. These were
run on 6 m3.large worker VMs for AMZN and CARN, and
on as many m3.xlarge VMs for WIKI. SGRK for AMZN
converges to Ag.o1 49% faster than SGPR, while it con-
verges to Ag.oo01 23% faster than SGPR. Similarly, we see
that the time for SGRK on WIKI is smaller than SGPR by
69(%7 52%, 46% and 43% for A0_1, A0A01, A0,001 and Ao,oom,
respectively. This means that SGRK gives comparable re-
sults as SGPR in half the time for WIKI, saving between
11 — 40 mins. These indicate diminishing returns as we
run more supersteps: the rapid gain in convergence distance
within the first few supersteps of the Subgraph Rank is mit-
igated as more time is spent on the GPR supersteps.

SGRK for CARN does not outperform SGPR for larger
values of DFC, above 0.0001. Since CARN has a large di-
ameter of 849, the LPR phase took much longer to converge
to an L1 Norm of 0.0001. So even though the GPR super-
steps were fewer to reach a higher quality, and each GPR
superstep is faster, the initial overhead of LPR cannot be
surmounted. In fact, just the LPR phase lands the DFC
value at < 0.001, and the incremental time in the GPR
phase to reach Ag goo1 is relatively negligible.

4.7 Scalability of Subgraph Rank

Lastly, we examine the scalability of these SGRK algo-
rithm as the graph is partitioned to 3, 6 and 9 worker VMs
for AMZN and CARN. We use the time taken to reach Page-
Rank qualities of Ag.o01 and Ag.opo1 to estimate the scaling,
and these are plotted in Fig. We see that for AMZN,
there is a linear speedup as the number of VMs increases
from 3 to 6 to reach both Ag.go1 and Ag.0001, with the time
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taken reducing from 142 secs to 74 secs. However, this
benefit flattens out when moving from 6 to 9 VMs, with
only an ~ 8% reduction in time. For CARN, the scaling is
more gentle, giving a 25% and 66% speedup with a 2 X and
3 x more VMs. Increasing the number of VMs can increase
the degree of parallelism but also cause more (and costlier,
due to network I/0) supersteps to be required in the GPR
phase. Having a fewer VMs can help identify larger blocks
(subgraphs) per partition, and the LPR phase can poten-
tially find an better quality initial value for the GPR that
requires fewer steps to converge. However, running LPR on
larger blocks (subgraphs) also increases the time complexity
for it. As such, there may be a sweet spot of number of VMs
for each graph that offers the best time to cost ratio.

S. RELATED WORK

There as been a large body of work on scalable graph
processing platforms as well as algorithms for PageRank.

We can broadly classify large scale graph processing plat-
forms as shared memory systems running on individual ma-
chines, parallel processing systems that use high-performance
and accelerate hardware, and distributed computing sys-
tems that scale on commodity hardware. Shared memory
graph analysis systems offer memory efficient graph
data structures to load and analyze networks, along with
optimized graph kernel algorithms, but offer limited scala-
bility. Some provide fast data structures such as indexes on
top of large graphs to optimize the design of graph algo-
rithms such a reachability queries . Yet others provide
domain-specific language (DSL) for easing the composition
of graph analytics using richer abstractions like iterators,
traversers and reducers, with a compiler that generates op-
timized OpenMP applications . These shared memory
systems however suffer from a hard memory limit.

Parallel graph processing frameworks such as the Paral-
lel Boost Graph Library [15] provide graph APIs that are
transparently mapped to MPI-based execution on HPC clus-
ters, with some also mapping kernel algorithms like sin-
gle source shortest path onto GPU accelerators . Oth-

Shttp://snap.stanford.edu



ers offer a more traditional programming abstraction like
BSP [12] but for massively multi-threaded systems like the
Cray XMT |[11]. However, access to such high end HPC
systems is limited for a majority of users.

Distributed computing platforms such as commodity clus-
ters and Clouds offer a more democratized access numerous
frameworks for distributed graph processing [26})28,32,34/35]
have emerged recently. These offer simple yet scalable pro-
gramming abstractions such as vertex or subgraph centric
models |28}[34}35], provide a shared-memory view over dis-
tributed machines [32], or have specialized graph libraries
suited for domains like machine learning [26]. Our work
fits in this space, and specifically explores the use of novel
abstractions such as subgraph-centric programming. How-
ever, the recency of these systems means that the suite of
available distributed algorithms is limited [30] and conse-
quently, their scalability for many graph algorithms is un-
known. In this paper, we try to explore algorithmic adapta-
tions of PageRank to effectively leverage these distributed
graph programming abstractions.

Similar to GoFFish, Blogel [37] provides a block-centric
graph parallel abstraction, which additionally uses a Graph
Voronoi Diagram (GVD) partitioner to improve the scal-
ability. They implement naive PageRank and BlockRank
without algorithmic optimizations, but handle the problem
of PageRank loss due to sink vertices. In our algorithmic
contributions, we efficiently compute the PageRank values
rather than perform platform-level optimizations. Their re-
sults too show that BlockRank is much costlier than naive
PageRank, due the extra, unnecessary computations caused
by poor Global PageRank initialization; this short-coming
has been addressed in our work.

Significant research has gone into distributed algorithms
for PageRank for partitioned graphs. Broder et al. |6] use
an approach similar to BlockRank, but they compute ap-
proximate PageRank and not the actual PageRank. Their
method involves computing eigenvectors, which can get costly
for larger graphs. Qiuhong et al. |25] explore the notion
of locality in a distributed system when running PageRank
on MapReduce. They gain performance by reducing the
number of MapReduce jobs per iteration, which is achieved
by using subgraph as a processing unit. However, this ap-
proach resembles the naive PageRank algorithm using a Sub-
graph Centric Abstraction, and MapReduce does not offer a
natural way to represent iterative graph processing without
costly disk I/O.

Davis et al. [8], try to estimate the global PageRank of
a community by selectively crawling the non-local vertices
after computing the local PageRanks to convergence in the
community. Communities have a block-like structure with
high internal edge degree and sparse remote edge-cut. They
avoid running the PageRank algorithm on the whole graph
but like us, they compute the local PageRanks is a commu-
nity and then use these to estimate the Global PageRanks of
the vertices in that community. We have generalized this ap-
proach to operate on dense or sparse subgraphs, and demon-
strated the efficacy of this technique to diverse graphs. Kam-
var et al. [21] define adaptive methods for PageRank con-
vergence. They use the idea that several vertices reach their
convergence well ahead of others, and hence they speed-
up the rest of the algorithm by pruning these converged-
vertices. Using this heuristic, they avoid redundantly re-
computing the PageRank to offer performance gains. Such
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pruning can be adopted to our Subgraph Rank algorithm
too as an extensions, as has been shown for performing top-k
betweenness centrality using a subgraph-centric model [24].

6. DISCUSSION AND CONCLUSIONS

In this paper, we have identified deficiencies in natively
mapping PageRank and BlockRank algorithms to a subgraph-
centric model, and propose alternate algorithmic strategies
for BlockRank. One such Subgraph Rank (SGRK) variation
demonstrably outperforms the baseline and other Block-
Rank alternatives. Algorithmically, Subgraph Rank is bet-
ter than BlockRank as it omits unnecessary input-specific
optimizations; computing block-level PageRank which is neg-
atively impacts the general case.

Considering the wide applications of PageRank, we needed
a more general and better algorithm which improves the
scalability and performance of PageRank. The global Page-
Rank computation step of the BlockRank algorithm is costly
since it requires more supersteps to converge than the Sub-
graph Rank (and even PageRank) algorithm due to the
poor initialization values. Blocks of varying sizes and im-
balance in the remote edges deteriorates the performance of
the BlockRank algorithm, and this was motivates the need
for Subgraph Rank. Subgraph Rank is a more general solu-
tion than BlockRank, and also scales better, partially due to
the intelligent choice of initialization vector for the Global
PageRank phase.

SGRK shows a performance gain of between 23 — 74% for
equivalent PageRank quality, for AMZN and WIKI graphs;
its performance matches SGPR for PageRank qualities of
Aog.001 or better for CARN. SGRK successfully exploits the
subgraph structure of the graph to offer high quality ini-
tial PageRank values from the LPR and BlockRank phases
that help it to rapidly converge during the GPR phase. As
such, our work shows the need for developing new algo-
rithms or adapting existing ones to best utilize the inno-
vative graph programming abstractions and storage models
that are emerging.

Small-world networks like WIKI graph have a high clus-
tering coefficient, and are sparsely connected with a low
diameter. For such graphs the performance improves for
Subgraph Rank due to the head-start they get in the local-
PageRank (in-memory) phase, i.e., when well partitioned,
the high clustering coefficient and sparse connectivity en-
ables local PageRank values to be more significant. How-
ever, if the number of partition is much higher than the
diameter of the graph, then the initial Global PageRank val-
ues can deteriorate the performance, and this is something
we will study in the future. Similarly, for Barabasi-Albert
model (Power Law) graphs, we have low diameters and the
clustering decreases as the size of the graph increases. Hence
with an optimal number of partitions for a given graph, the
performance of Subgraph Rank will be better than Page-
Rank. The effect of increase in the number of partitions is
something that can be studied both empirically and theo-
retically.

As part of future work, we propose to examine the scal-
ability of the SGRK algorithm to see if shows weak scaling
with any of the topological features of the graph such as
edge cuts. We also plan to investigate other graph algo-
rithms that can benefit from subgraph centric abstractions.
Heuristics like graph pruning are also viable in offering fur-
ther performance gains.
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ABSTRACT

Query-specific summarization of multiple documents is a
useful task in the current day context of the WWW, that
is containing huge amount of information. When different
summarizers have access to different sets of documents for a
query, generating a summary of the summaries produced by
the multiple summarizers becomes an interesting and useful
task. In this paper, we propose an efficient solution for this
problem. Sentences from the individual summaries are used
to construct an Integrated Linear Structure (ILS) and are
given unique position numbers. All the sentences in the ILS
are then assigned weights that reflect the importance of the
sentences to the given query. Sentences are selected accord-
ing to these weights using the Maximal Marginal Relevance
(MMR) approach for inclusion into the final summary of
summaries. Finally, the sentences in the final summary are
sorted based on their position numbers given using ILS. Ex-
perimental results show that S-SUM is efficient.

1. INTRODUCTION

Huge amount of information is present in the World Wide
Web and a large amount of information is being added to
the WEB regularly. Information on a topic is distributed
across the multiple pages/documents. It is a nontrivial task
for a user to go through all these documents to find the in-
formation of her interest. Most of the times, there will be
a lot of redundancy in the information content and it will
be a tedious task for the user to read all the documents.
To overcome this problem, query specific multi-document
summarizers were proposed [13, 15, 19, 20, 10]. With the
increasing need for quality summarizers, this field is gaining
momentum.

In extractive summary generation, the sentences are se-
lected from the documents and are arranged in a meaningful
order. Summaries can be generated either from a single doc-
ument or from multiple documents and a summary can be
either generic [18, 5] or query-specific. In this paper, we
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deal with query-specific extractive summarization. Choos-
ing a sentence for inclusion in a summary is determined by
the amount of importance it has with the query. The chal-
lenge lies in assigning importance to a sentence. Sentences
in all the documents should be given scores based on the
importance they have with the query posed by the user.

The approach used by a typical query specific multiple
document summarizer is: Sentences from all the documents
are arranged as nodes in a graph. Similarities among all the
sentences are calculated using a similarity measure. Sen-
tence s is selected into the summary based on both the im-
portance of s with the query and the importance of sentences
that have high similarity with s. The quality of summaries
generated by these systems is good but these systems can-
not be used for on-line/real time purpose due to their high
computational complexity. The complexity is directly pro-
portional to the number of sentences/nodes in the graph.
One possible solution is to divide a huge set of documents
into smaller sets and generate summaries on these smaller
sets. By doing so, efficiency would be increased but there
may be some information loss. Further, these individual
summaries are to be summarized as the final summary has
a restriction on its size i.e., 250 words, 500 words, etc.

1.1 Motivation

A search engine retrieves the ranked list of documents
for a given query. Each search engine may retrieve a dif-
ferent set of documents. These individual documents re-
trieved by search engines can be summarized independently
i.e., a different summarizer could be used for each of the
search engine. In this scenario, if a user wants the overall
gist/summary on a topic, the only solution is to go through
all the summaries generated by different summarizers. Also,
it is likely to have a fair amount of overlap between the re-
trieved sets of documents. This overlap of information in
documents may lead to overlap of information in summaries.
Therefore the individual summaries may have both diverse
and redundant information. If there is a system to generate
a summary from the summaries generated by different sum-
marizers, then it would save a lot of users time.

Another scenario is if n users write their brief opinion on
a topic, it would be of great help to generate a summary of
these n opinions. This motivated us to develop a system that
summarizes opinions/summaries. In this paper, we propose
and report experimental results of a system, called S-SUM,
that generates a summary from the summaries/opinions.



1.2 Introduction to S-SUM

To the best of our knowledge, there are no extractive sum-
marizers in the literature that take query-specific summaries
as input. An initial solution to this problem can be applying
a query-specific multiple document summarizer on the given
summaries. However, there are issues to be considered while
generating summary of summaries. They are 1) ordering of
sentences in the final summary. Since sentences are selected
from different summaries, it is a challenging task to have
a logical flow in the final summary. 2) All the summaries
are query specific and the sentences within the summary
are highly related to the query. So, direct centrality [15, 13]
based sentence score may not give good results. Both these
challenges are effectively addressed in this paper. In this
paper, sentences are given scores as a combination of both
centroid [5] and centrality [15, 13] methods.

2. RELATED WORK

Text summarization has picked up pace in the recent years.
Multi-document generic summary generation is discussed in
MEAD [5]. MEAD generates summary by following cen-
troid based approach. Given a set of documents about a
particular topic i.e., a cluster of documents, a centroid of the
cluster is calculated. Each sentence in the cluster is given a
score- with respect to the centroid obtained, similarity with
the first sentence in the document and the relative position
with respect to the first sentence. Sentences are selected
in the decreasing order of sentence scores and are arranged
chronologically.

Centrality based summarization approaches are discussed
in[1, 8,9, 7, 17]. Degree centrality is discussed in [1] and
eigenvector centrality is discussed in [8, 9, 7]. Degree cen-
trality of a node is calculated by counting the number of
other nodes it is connected to i.e., degree of a node. An
edge is placed between two nodes if and only if there is a
considerable amount of overlap of words between the nodes.
Concept of bushy path was introduced in [1]. A node with
high degree is called as bushy node. A path connecting top
n bushy nodes is bushy path. Eigenvector centrality of a
node is calculated by taking into consideration both the de-
gree of the node and the degree of the nodes connecting to
it, this is inspired by PageRank][2].

In [12] topic focused single document summarization is
addressed. Document is modeled as a graph. Irrespective of
the threshold condition, an edge is placed between adjacent
nodes in the graph. Node score is calculated with respect
to the query. A minimal set of nodes are picked which will
cover(include) all the query terms. This minimal set may
not be having direct edges among them, so, intermediate
nodes are added to make the selected set of nodes a con-
nected sub graph of the original graph.

Query specific summary generation is discussed in [11].
In [11] a document is modeled as a graph and similarity be-
tween nodes is calculated using cosine similarity measure.
An edge is present between nodes if the similarity value ex-
ceeds a threshold. Node scores are calculated by taking both
term frequencies(tf) and inverse document frequencies (idf)
into consideration. A node gets high score if it is connected
to the nodes with high score. The node scores are computed
iteratively till the values converge. Query is considered as a
node of the document graph in[13] and pairwise similarity
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between sentences is calculated and an edge is placed be-
tween nodes if the similarity value is greater than zero. As
the query is part of the graph, centrality based approach is
followed to select the nodes into the summary.

Generating Non-Redundant summaries is addressed in [3].
Node scores are calculated based on the similarity w.r.t the
query and the summary is generated incrementally. To start
with, a node with highest score is selected into the sum-
mary. All the scores of remaining nodes are recalculated
based on both their current node scores and the similarity
with the nodes already selected into the summary. From
the recalculated scores, the node with the highest score will
be added to the summary. In most of the models discussed
above, node scores are calculated by following ideas simi-
lar to PageRank[2] and HITS[4] and edge scores are calcu-
lated based on the amount of similarity between nodes. All
the models mentioned above address the issue of generating
summary from a single document or multiple documents for
a generic/specific purpose. None of these systems address
the problem of generating a summary of summaries that
are generated from different summarizers on different sets
of documents for a given topic.

3. FRAMEWORK

The task in query specific summary generation is to ex-
tract sentences from the documents. These sentences should
be very relevant to the query. A summary is said to be
complete if it contains information about the whole query.
Completeness is calculated based on the presence of query
terms in a summary. A summarizer will extract a sentence
from the documents based on the score given to it. The
order in which the sentences are extracted need not follow
a logical sequence. Hence, these sentences have to be re-
arranged to get a logical flow to the summary. The quality
of having logical flow in a summary is termed as coherence.
In multi-document summarization, some amount of infor-
mation would be present in more than one document. If the
information that is repeated across the multiple documents
is found to be important, such information should be present
in the summary but should not be repeated. Such non-
repetition of information in a summary is termed as non-
redundancy. In this paper, coherence and non-redundancy
are addressed explicitly and completeness is achieved implic-
itly.

In this paper, we model all the sentences from all the sum-
maries as nodes in a graph. Each sentence is considered as
a vector of words. An edge is placed between two sentences
if similarity between them is above a threshold. Similarity
is calculated as given in Equation 1

NN ny.n
sim(ni,nj) = ] (1)
o] [T

where 7} and 775 are term vectors for the nodes n; and n;
respectively. Weight of each term(¢) in the term vector is
calculated as tf; * isf; where tf; is the term frequency and
isfi is inverse sentential frequency. isf: is calculated as
log( 1) where n is the total number of nodes in the graph
and n; is the number of nodes containing the term ¢ in the
graph. All the stop words are removed and the remaining

words are stemmed before computing the weights.




4.

In this section, we discuss the construction of ILS. ILS
contains all the sentences of the summaries. Each sentence
in ILS is assigned a position number. Sentences of the final
summary are arranged in ascending order of these position
numbers. We observed that this arrangement of sentences
ensures coherence in the final summary. In this paper, we
assume that the individual summaries from which ILS is
constructed are coherent. We also observed that a sum-
mary generated on a smaller set of documents will be more
coherent than a summary generated on a larger set. The
summary with the highest number of sentences is taken as
the base summary. Each sentence in the base summary is
taken as a context node. Position numbers are assigned to
these context nodes as the integral multiples of the param-
eter “gap”. ILS is constructed by inserting every sentence
from the remaining summaries into the base summary. Each
non-context sentence will be in the Neighbourhood of a con-
text node. Neighbourhood of a context node c is the set of
all sentences from remaining summaries that have highest
similarity with ¢ when compared other context nodes. The
similarity value should be above a threshold. This threshold
has to be chosen appropriately. If the similarity value of a
node is less than this threshold with all the context nodes,
then the node is introduced as a new context node.

For example, if gap is taken as 200, the position values
of the contexts will be 0, 200, 400, 600, 800, etc. All the
nodes that are neighbours to the context node at 200 will
be inserted between the context nodes with position num-
bers 200 and 400 respectively i.e., all the neighbours of 200
will have position values in the range [201,399]. The exact
procedure for positioning of neighbours is described in the
later part of this section. The concept of neighbourhood is
introduced based on the following observations i,e.,

e As all the summaries are generated for a query/topic,
it is highly likely to have similarity between sentences
across the summaries.

e These similar sentences may be having information on
a topic.

e These similar sentences may have repetition of infor-
mation.

So, all the nodes that have similar information are intro-
duced as neighbours to their context node. This arrange-
ment is useful to achieve logical flow in the final summary.
Usually, the nodes with new information are introduced as
new context nodes. A node is said to have a new information
if it is not similar with any of the existing context nodes. In
this case, it is better to introduce it as a new context node.
This will be useful to identify the theme of the summary,
discussion of which is out of scope of this paper.

In Algorithm 1, the construction of LS is given. The base
summary, So, is identified and position numbers are assigned
to the nodes in the base summary. Each node in the base
summary is made as a context node. The parameter gap
is a constant that is chosen appropriately to accommodate
the neighbours. In Lines 13 - 29, similarity of a sentence d
with all the context nodes is computed. The context node
with which d has highest similarity is found. If this similar-
ity value exceeds a threshold, n(>0.1), then d is assigned a
position number as explained in Algorithm 2. Otherwise, d
is made as a new context node as outlined in Algorithm 3.
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INTEGRATED LINEAR STRUCTURE (ILS) Algorithm 1 Construction of Integrated Linear Structure

1: Input: Summaries arranged in the decreasing order of
their size(number of sentences)

2: Output: Integrated Linear Structure ILS

: Integrated Linear Structure ILS = Sy {//base sum-
mary }

4: k = |So]

5:7=0

6: while j < k£ do

7.

8

w

{//Assign position to each node n; in ILS}
:  position(n;) = j * gap
9 j4+

10: end while

11: =1

12: while i < number of Summaries do

13:  for each node d € S; do

14: {// find the context node,

MazxSimilarContextNode, with which d has
maximum similarity }

15: for each context node n; do

16: if MazSimilarContextNode = Null then

17: MazxSimilarContextNode = n;

18: else

19: if  Sim(MazSimilarContextNode, d) <

Sim(nj,d) then

20: MaxSimilarContextNode = n;

21: end if

22: end if

23: end for

24: if sim(d, MaxSimilarContextNode) > n then

25: Introduce d as a neighbour in the context of
MaxSimilarContextNode as explained in Algo
2

26: else

27: Make d as the new context in ILS as explained
in Algo 3

28: end if

29:  end for

30 i+ +

31: end while

In Algorithm 2, inserting a node d in the neighbourhood of
a context node is discussed. All the neighbours of a context
will have increasing position values in the decreasing order of
their similarity with the context. For example, if the context
node at 200 has nodes with position numbers 201, 202 and
208 as neighbours then sim(nodeAtPosition(200), nodeAt-
Position(201)) will be greater than sim(nodeAtPosition(200),
nodeAtPosition(202)). d will be given position value accord-
ingly. Algorithm 3 gives the methodology for insertion of a
new context. If d is the first node in a summary, then it is
added as a new context, positioned immediately after the
current last context. If the current last context has position
number 600 then d will take position number 800 (recollect
that we assumed gap value as 200). If d is not the first node
of a summary, then it is added as a context, following the
context in which the parent of d is present. parent(d) is the
node which precedes d in the summary. If the parent(d)
has position value 302 then d will take position number 400.
If the parent(d) has position value 800 (i.e., context node)
then d will take position number 1000. Note that all the
sentences (including duplicates) from the summaries will be



Algorithm 2 Insertion of a node in the neighbourhood of
the context node

Algorithm 3 Adding a context to the partially constructed
ILS

1: Input: Partially constructed ILS, context node(c) and
the node to be inserted(d)

2: Output: ILS with the node inserted as a neighbour to
c

3: i = position(c) + 1

4: while ((A node is present at position @)

(sim(¢, node At Position(i)) > sim(c,d))) do
1+ +

: end while

7: {//Increment the position values of all the neighbouring
nodes of ¢ that are having position numbers greater than
or equal to i}

8: j = countNeighbours(c)

9 m=y

AND

> 9

10: while m >=1i do

11:  positionO f Node At(m) = positionO f NodeAt(m) + 1
122 m——

13: end while

14: Place d at position

included in ILS.

5. SUMMARY OF SUMMARY GENERATION

FEach node in the ILS is assigned a score that is calculated
based on both the importance with respect to the query and
its importance across the ILS. A part of our node score
calculation is inspired by the method proposed in [11]. A
significant role is played by the neighbouring nodes i.e., if a
neighbour of the node contains a query relevant information
then the node is assigned a positive score even in the absence
of query relevant information in it. The neighbourhood of a
node is the set of all the nodes that have a similarity value
above a threshold with the node. Note that neighbourhood
in this section is different from previous section.

sim(s, qi)
ZmGN szm(m, qZ)

Equation 2 computes relevancy of a node with a query term.
d is the bias factor which lies between 0 and 1, N is the set
containing all the nodes of ILS and sim(i,j) is computed
as given by Equation 1. The value of X, (s) will be zero in
the absence of ¢; in s. It will have a positive value if g; is
present in s. The denominator in Equation 2 will be small
if ¢; is present is fewer nodes. Therefore if a node contains a
query term that is present in fewer nodes, then the value of
Xgq, (s) will be higher. Conversely, if a node contains a query
term that is present in majority of the nodes, then the value
of Xg,(s) will be lesser.

Xa; (5) =d

(2)

sim(s,v)

Yo (s) = (1—d) S RSRTTRD

vEadj(s)

wg; (v)  (3)

Equation 3 computes the score by considering node scores
of neighbours of s. adj(i) is the set of all nodes in N that
have similarity value above 0.1 with the node 7. The bias
factor d is the trade-off between these two equations i.e.,
Equations 2 and 3. The value of d is determined empirically.
If d is chosen close to 1 then more importance is given to
the similarity of a node with the query and less importance
is given to its neighbours. We experimentally found that
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1: Input: Partially constructed ILS and node(d) that is
to be inserted as a context

2: Output: ILS with d included

3: if d is the first sentence/node of the summary then

ADD d as a new context node to ILS, following

the current last context node and set position(d) =

position(CurrentLastContextNodeO fILS) + gap

5: else

6: 1 = |position(parent(d))/gap|*gap + gap

7:  for each node n starting from position ¢ do

8: position(n) = position(n) + gap

9: end for

Insert d as a context node and set position(d) = 4

: end if

Lo

12: for each non context node m do

13:  if sim(m,d) > sim(m, context(m)) then

14: x = position(m)

15: y = countNeighbours(context(m))

16: Insert m as a neighbour to d by applying Algo 2

17: {//Decrement the position values of all the nodes
that were following m in previous context}

18: z=y—x

19: p=0

20: while p < z do

21: positionO f NodeAt(x + 1) =

positionO f NodeAt(x + 1) — 1

22: T+ +

23: p++

24: end while

25:  end if

26: end for

d = 0.85 is the optimal value. Computation of Equation 3
is repeated till the convergence is achieved in Equation 4.

wq; (8) = X, (s) + Yo, (s) (4)

1
Z qu‘(s) + W Z

1<i<t meN & m#s

Wol(s) = sim(s, m)

()

The node score for each node with respect to each query
term ¢; € @ where Q@ = {qi,q2,...,q:} is computed using
Equation 4. Equation 4 is iterated till the scores converge.
Here, wq,;(s) is the node score of node s with respect to
query term ¢;. Score of a node with respect to a query Q@ is
calculated using Equation 5, Wg(s) is the summation over
node scores calculated with respect to each query term using
Equation 4 and second part of Equation 5 is to capture the
salience of s’s information in ILS. For a given query @,
node scores for each node with respect to each query term
are calculated. So, a node will have a high score if:

1. It has information relevant to the query.

2. It has neighbouring nodes sharing query relevant in-
formation.

3. It has information that is in majority of nodes.

After assigning scores, the node with the highest score is
selected as the first sentence to the summary. The node n;
that has the highest score among the remaining (|N| — 1)



nodes, calculated with Equation 6, will be included into the
summary. §; is the node that is in the summary. In a
similar fashion, other nodes are selected into the summary.
Selection process continues till the target summary size is
reached. After completing the selection, sentences in the
summary are arranged in the increasing order of their posi-
tion values (computed during ILS construction).

Our claim is: this rearrangement preserves coherence in
the summary generated. Recollect, our assumption that in-
dividual summary generated on a small set of documents
is coherent. In accordance with this assumption, the base
summary is coherent. ILS is constructed with this base
summary as its skeleton. This structure remains intact ex-
pect during augmenting a new context. This mechanism
ensures logical flow to be preserved during the construction
of ILS. This is the reason behind achieving a better flow
by rearranging the sentences in the order of their position
numbers.

Ml_ax{)\WQ (n:) —(1— )x)]%jax{sim(m, si)}} (6)

Equation 6 is inspired by Maximal Marginal Relevance (MMR)
[3] approach. X ranges from 0 to 1. If A is 1 then the most
responsive sentence with respect to query is chosen. If X is
0 then the least redundant sentence is chosen. If A is close
to 1 then more importance is given to responsiveness and
less importance to redundancy. A has to be appropriately
chosen so that a node is selected if it is having information
highly relevant to the query (first part of the equation) and
if its selection does not add redundancy (second part of the
equation) to the already selected set. Note that Equation
6 is used to select nodes into the summary and the original
node scores that are calculated using Equation 5 are unal-
tered. The proposed methodology for summary generation
captures both the importance of a sentence with respect to
query and its significance across the summaries. In this way,
both centrality and centroid methods are integrated while
assigning score to a sentence. Therefore, the performance
of our system is expected to be good. Experimental results
show this fact.

6. EXPERIMENTAL SETUP AND RESULTS

S-SUM requires summaries as its input. A summarizer is
required to generate summaries on the subsets of documents
on a given topic/query. For this purpose, we have chosen
a system called ESUM [16]. ESUM is one of the efficient
query specific text summarizer. In fact, any such summa-
rizer can be used to provide the input to S-SUM, but we
found ESUM to be as good as any other summarizer. The
performance of ESUM on DUC 2005 ! data is close to the
best system of DUC 2005. In any case, using a better indi-
vidual summarizer will further improve the performance of
S-SUM. We compared the results of S-SUM with the results
of ESUM run on the entire cluster of documents on a specific
topic, using the standard ROUGE (Recall-Oriented Under-
study for Gisting Evaluation) measure used in the commu-
nity and found that performance of S-SUM is better than
ESUM.

6.1 Experimental Setup

Thttp://duc.nist.gov
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DUC 2005/2006 data cluster

Partition into n sets ‘

ESUM/Any Summarizer

ESUM/Any Summarizer

Summary of summaries

Figure 1: A block diagram of experimental setup

The DUC data has 50 clusters and each cluster has num-
ber of documents discussing about a particular topic. Fig-
ure 1 outlines the detailed experimental setup for a cluster.
Documents in a cluster are divided into n disjoint subsets.
For example, if we take number of documents in a cluster
as 25 and the number of disjoint subsets as 3, then the first
8 documents are assigned to the first set and the next 8
to the second set and the remaining to the third set. Fig-
ure 1 illustrates the block diagram of experimental setup.
In our experiments, we have chosen the number of sets to
be three. ESUM is used to summarize the documents in
each set. After summarization, each set has one summary,
called a partial summary?. All these partial summaries will
be given as an input to S-SUM. S-SUM summarizes these
three summaries. As DUC data has 50 clusters, this process
is repeated on all the clusters.

To the best of our knowledge, there is no other system in
literature which performs the task of generating summary
from the summaries. Therefore, we have designed our own
methodology to evaluate the performance of S-SUM. The
summary of summaries generated by S-SUM is compared
with the summary generated by ESUM on the whole cluster.
We also give ROUGE [6] values of summaries of individual
sets and the summary generated by ESUM on these three
summary sets.

6.2 Results

2We call it partial because the summary is generated on a
subset of the cluster



Table 1: ROUGE Values on DUC 2005 Data
System ROUGE-1 | ROUGE-2 | ROUGE-SU4
ESUMC 0.37167 0.07140 0.12768
System-15 0.37515 0.07251 0.13163
S-SUM 0.37733 0.07284 0.13121
SIGIR08 0.35006 0.06043 0.12298
SET1 0.36344 0.06273 0.12054
SET?2 0.36444 0.06296 0.12089
SET3 0.35654 0.06301 0.11874
ESUMS 0.35746 0.06384 0.12008

To evaluate the quality of the summaries generated, DUC
provides us with ROUGE [6] values. Also, DUC provides
model summaries that are written by volunteers. Recall
value is calculated for the generated summaries with respect
to these model summaries. Through ROUGE values, we
can determine the quality of a summary as these values are
computed by comparing the summary with the summaries
written by volunteers.

ROUGE-N uses n-gram recall measures of system gener-
ated summaries and the summaries generated by the volun-
teers(model summaries). ROUGE-N is calculated as given
in Equation 7

2 2

s€model summaries gramp€s

countmatch (grams)

ROUGE-N =
2

s€Emodel summaries gramnp€s

count(gramy)

(7
Here n is the length of a n-gram. gram,, stands for a spe-
cific n-gram. Countmatch(gramsy) is the maximum number
of n-grams co-occurring in both the generated summary and
in the reference summaries. ROUGE-1 is the recall mea-
sure of uni-grams. ROUGE-2 is the recall measure of bi-
grams. ROUGE-SU4 is the recall measure which computes
the skip bi-grams with skip distance four and uni-grams are
also considered while computing this measure. Finer details
of ROUGE measurements can be found at [6].

The values of all the variables in the equations are fixed
empirically after experimenting on test data of DUC. The
same set of values are used for both DUC 2005 and 2006.
The values for bias factor d is 0.85 (based on [11]) and A
is 0.6 (based on [3]). The values in the tables indicate that
the generated summaries are consistent and the quality of
summaries in terms of the ROUGE measures is satisfactory.

All the values in the tables are the mean of 50 clusters
of DUC. ESUMC values are computed on the summaries
generated by ESUM over the complete set of documents in
a cluster. System-15 and System-24 are the best performing
systems at DUC 2005 and 2006 respectively. SIGIR08 [14]
is an efficient summarizer but ROUGE values are available
for DUC 2005 only. SETi values are computed on sum-
maries generated by ESUM on the i*" set of cluster as dis-
cussed earlier. ESUMS values are computed on summaries
that are generated by summarizing partial summaries gen-
erated by ESUM ( i.e., 3 partial summaries). The ROUGE
values in the tables clearly demonstrate the performance of
S-SUM system. Though our system is given only 3 sum-
maries as input, the performance is comparable with the
best system of DUC. Note that systems at DUC generate
summary on the whole cluster. On contrary S — SUM gen-
erates summary on partial summaries. So, the performance
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Table 2: ROUGE Values on DUC 2006 Data

System ROUGE-1 | ROUGE-2 | ROUGE-SU4
ESUMC 0.38215 0.07514 0.13160
System-24 0.41108 0.09558 0.15529
S-SUM 0.39884 0.08223 0.14037
SET1 0.37846 0.07236 0.12874
SET?2 0.37619 0.06910 0.12698
SET3 0.37493 0.07215 0.12835
ESUMS 0.38303 0.07531 0.13248

of DUC systems should be much better than S-SUM and in
fact it is unfair to compare our system with DUC systems.
But the performance of S — SUM is much better than we
anticipated. Also, the performance of our system is depen-
dent on the quality of the input summaries. As ESUM was
close to the performance of the best system, system-15 in
DUC 2005, S-SUM was able to outperform system-15. This
result is in fact a surprise. In DUC 2006, ESUM was well
behind the best system, system-24, so, S-SUM was not able
to outperform system-24.

S-SUM generates summary of summaries efficiently and
it can also be used as an additional module to the existing
summarizers: majority of the summarizers follow an unified
approach (all the documents are merged into a single doc-
ument or inter and intra similarities among the sentences
in the documents are taken into consideration) for generat-
ing multi-document summaries. To boost the efficiency and
performance, the document cluster can be partitioned into
multiple sets and a summary can be generated for each set
using a summarizer. All these summaries can be given as an
input to S-SUM to generate summary of summaries and as
evident from the results, the quality would be better than
the summary generated by that summarizer on the whole
cluster. The choice of the partition is by itself a challenging
problem. Overall, by partitioning a cluster, both efficiency
is achieved and the quality of summary is also improved.

7. CONCLUSIONS

In this paper we have addressed the issue of generating
summary of summaries that are generated by extractive
summarizers. We have developed a system called S-SUM
that generates summary from summaries. Integrated Lin-
ear Structure(ILS) is introduced by us. ILS preserves logi-
cal flow between sentences from different summaries. Ex-
perimental results demonstrate that the methodology in-
troduced for summary generation produces quality output.
Coherence of the summaries is preserved via the position
values given to sentences in the ILS. Non-redundancy and
completeness are achieved by MMR, approach. The encour-
aging experimental results suggest that S-SUM can also be
used to boost the performance of any extractive summa-
rizer. One limitation of S-SUM is it assumes that the base
summary is coherent.
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ABSTRACT

The concept of celebrities has shaped societies throughout
history. This work addresses the problem of celebrity iden-
tification from social media interactions. “Celebritiness” is
a characteristic assigned to persons that are initially based
on specific achievements or lineage. However, celebritiness
often transcends achievements and gets attached to the per-
son itself, causing them to capture popular imagination and
create a public image that is bigger than life. The celebrity
identification problem is argued to be distinct from similar
problems of identifying influencers or of identification of ex-
perts. We develop two models for celebrity identification.
In this paper, we compare the two models on twitter data
and highlight the characteristics of each of the models.

Keywords: Celebrity, Social media, Twitter, Influence

1. INTRODUCTION

All societies have celebrity figures that are admired, re-
spected or idolized. Celebrities are well-known personalities,
and their actions attract a lot of attention. They are there-
fore a subject of interest for marketing teams, policy makers,
social workers, preachers, teachers, etc. Understanding the
dynamics of celebrity formation and identification of poten-
tial celebrities is an important problem of interest.

Web based social media adds an extra dimension to
celebrity dynamics. Usually, celebrities in the real world
are also well-known [27] and admired on social media, and
are also employed to promote causes and interests. How-
ever, the participatory nature of social media often breeds
its own celebrities. There are several cases of personalities
who go on to become well-known in the outside world due
to their celebrity status on social media. Similarly, several
well-known people are not savvy enough on social media to

*This author is a part-time research scholar at IIIT-
Bangalore and this research work is carried out as part of
his MS thesis
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elicit the same level of adulation as they receive in the real
world.

A celebrity is not the same as an influencer. Influence of
a person is typically specific to a topic [11] and the person’s
position in the social network. Often, lesser known persons
may end up wielding enormous influence on a topic because
of their network centrality.

Celebrities, on the other hand, are well-known personal-
ities. They are usually idolized by a subset of the popula-
tion, and their actions receive more than average attention
from the population. While, celebrities are typically influ-
encers, not all influencers are celebrities. Also, when influ-
ence is defined as persuasive power, celebrities typically do
not fare better than influencers in our immediate social net-
work. People are far more likely to be persuaded by a close
friend or a family member, than by a celebrity.

“Celebritiness” is characterized more by the attention and
adulation that it elicits, and not by its persuasive or influ-
encing abilities. Thus, celebrities are of interest more as
“fronts” or the face of a particular product or idea, that
primarily aims to catch attention or create awareness about
the product or the ideal.

While influence is a characteristic associated with a topic
or event, “celebritiness” is a characteristic associated with a
person. A characteristic definition of a celebrity, attributed
to Boorstin [4], says: A celebrity is the person who is well-
known for their well-knownness. Once a person acquires a
celebrity status, they become the object of attention them-
selves.

Also, while celebrities are well-known personalities, not
all well-known persons are celebrities. People could also
be well-known for notorious reasons. Celebritiness is also
not about fame for a specific reason. People usually be-
come famous based on their specific achievements in some
domain (winning the Wimbledon) or because of their lin-
eage (son/daughter/spouse of a celebrity). But a celebrity
is one, whose fame transcends the specific reasons why they
became famous in the first place, and becomes associated
with the person itself, giving them a larger than life persona
in popular imagination.

With this perspective, we have found that celebrity iden-
tification per se, has not received much interest from re-
searchers in social media. In this paper, we address the
space of celebrity dynamics and explore two computational
models for identifying celebrities from social media data,

"http://mediakix.com/2013/10/fashion-panel-celebrities-
vs-influencers-wins/. Last accessed: 08 Aug 2014.



based on Twitter. A preliminary form of the first model
called Acquaintance-Affinity-Identification (AAI) was pro-
posed by the authors in [26]. This model is based on the no-
tion of source credibility and source attractiveness. In this
paper, we propose another model called Action-Reaction
(AR), that is based on loyalty and attention. Our AAI and
AR models are derived from two different theories in social
psychology that look at orthogonal factors towards celebriti-
ness. In this paper, we also provide a comparative study on
the two proposed models.

2. RELATED LITERATURE

2.1 Models of influence and expertise

A lot of research effort has gone into identifying “influ-
encers” and computational models for “influence maximiza-
tion.” Motivating applications include viral marketing, sales
prediction and counter terrorism. Some examples are [3, 28,
20, 1, 15, 7, 9, 8]. Though several models are proposed for
influence maximization in networks, most of them are found
to be intractable. In response, several heuristic approxi-
mations have been proposed [28, 3, 9, 8] based on degree,
centrality-based measures, greedy heuristics and data min-
ing approaches. Such approaches apply diffusion principles
to mimic the “word of mouth” behavior in human social
environments for spread of information.

Hajian, et al. [16] propose a formal model for measuring
influence on FriendFeed social network?. This model com-
putes “Magnitude of Influence” (MOI) for each user based
on the number of hits generated for a user posting. The
model then computes the “Influence Rank” using MOI. Fur-
ther, Gosh, et al. [14] define influence as the number of in-
network votes a user’s post generates and applied it on Digg
social network®.

Forestier, et al. [12] propose a framework for extracting
celebrities from the online discussions®. This framework uses
three different meta-criteria. The first meta-criteria identi-
fies the potential celebrities who have more than average
number of in-degree, out-degree, posts compared to other
people in the community. The second meta-criteria is based
on the participation of the user in different forums. The
third meta-criteria is based on the citations of names and
the quoted texts.

Our problem of finding celebrities is slightly different from
the influence maximization problem. Celebritiness is a char-
acteristic attributed to people and have to do with who they
are, more than their position in the network.

A related problem is of identification of “experts” in a
community and recommending experts based on need [10,
30, 31]. While people with superlative expertise tend to
become celebrities, expert identification is not the same as
celebrity identification. Expertise is defined within some
context or topic, while a celebrity figure may be context-
free. Celebrities need not be experts and not all experts are
likely to be celebrities.

2.2 Models of Celebrity

The concept of celebrities has been a topic of interest in
social science and social psychology for several decades. A

http://friendfeed.com
http://digg.com
“http://huffingtonpost.com
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definition of celebrity by Mills [24] says:

Celebrities are names that need no further iden-
tification. Those who know them so far exceed
those of whom they know as to require no exact
computation. Wherever they go, they are recog-
nized, and moreover, recognized with some excite-
ment and awe. Whatever they do has publicity
value. More or less continuously, over a period
of time, they are the material for the media of
communication and entertainment.

The emphasized parts of the definition above provide vi-
tal inputs into understanding and building computational
models for celebrity identification.

Another popular definition for a celebrity from
Boorstin [4] that says: A celebrity is the person who
is well-known for their well-knownness, suggesting a recur-
sive or self-fulfilling nature of the phenomenon of celebrity
formation.

In social psychology, research on the topic of celebrity
endorsement rests on two general models:

1. The source-credibility model
2. The source-attractiveness model

The source-credibility model [18] defines celebritiness of
a communicator to be a function of expertise and in turn,
credibility. In this model, “expertness” is defined as the per-
ceived ability of the celebrity to make valid assertions and
“trustworthiness” is defined as the perceived willingness of
the celebrity to make value assertions. Celebrities exhibit-
ing expertness and trustworthiness are credible and to this
extent, persuasive.

The source-attractiveness model [23], considered to be a
component of an earlier model called the “source valence”
model and draws on the research in social psychology [22],
considers factors like: familiarity, likeability, and similar-
ity between the source of communication and its recipient.
In this model, “familiarity” is defined as knowledge of the
celebrity through exposure. The second factor, “likeability”
is defined as affection for celebrity as a result of celebrity’s
physical appearance and behavior. The last factor, “sim-
ilarity” is defined as a supposed resemblance between the
celebrity and consumers who are mostly celebrity fans. This
model holds that celebrities who are known to, liked by,
and/or similar to the consumer are attractive and, to this
extent persuasive.

One of our models, called the AAT model [26] discussed in
this paper is based on a combination of the source-credibility
and the source-attractiveness model. This model is simpli-
fied to three factors and adapted to fit into Twitter commu-
nications.

Another model by Friedman and Friedman [13] deter-
mines celebritiness based on three other factors: attention,
recall and loyalty from the population. The attention factor
measures the amount of attention the celebrity gets from
their fans. The recall factor defines the ability of the fan to
re-collect the celebrity names. The loyalty factor measures
the fans’ loyalty towards the celebrity by providing support
for the given celebrity.

The source-credibility and source-attractiveness models
focus on familiarity, likeability and similarity between the
celebrity and the fans. But the Friedman and Friedman



model [13] focus on attention, loyalty and recall factors. As
the two models of social psychology look at orthogonal fac-
tors, we develop our second computational model called the
AR model, inspired from the Friedman and Friedman model.
Further, the properties of the celebrities identified using the
two models are compared.

2.3 Influence Models on Twitter

Twitter being a popular social media in recent days, lots
of research has been performed on its data sets to analyze
influence. Cha, et al. [6] measure influence in Twitter using
in-degree, replies and mentions. They find that the most
followed users do not necessarily score highest on the other
measures. PageRank-like scores have been proposed to mea-
sure influence on Twitter [29]. The Social Network Poten-
tial (SNP) score [2] is based on the average of two measures
Retweet and mention ratio and Interactor Ratio. Retweet
and Mention ratio is calculated as the amount of tweets
that are amplified or lead to a communicative action be-
tween the communicator and another user divided by total
amount of tweets of the communicator. The Interactor Ra-
tio is measured as the ratio between the number of users who
retweet or mention the communicator and the total amount
of followers of the communicator.

Weng, et al. [29] propose Twitter Rank, an extension of the
Page Rank algorithm, to measure influence by not only tak-
ing followers and interactions into account, but also by ana-
lyzing topical similarities with the help of a ranking method
similar to PageRank. An interesting aspect of this work is
that in the analyzed sample of Singapore-based users a high
reciprocity (e.g.,mutual following relationship) was found.

Kwak, et al. [19] compared three different measures of
influence: number of followers, Page Rank, and number of
retweets, finding that the ranking of the most influential
users differed depending on the measure.

Hatcher, et al. [17] develop an influence metric on twit-
ter based on both “content” and “conversation” aspect. The
“content” aspect is measured based on the number of tweets
posted by the user and also based on the number of tweets
posted by the members in the user’s network. The “conver-
sation” aspect is measured based on the number of replies,
retweets and mentions received from the members of the
user’s network and also based on the number of replies,
retweets and mentions received by the members of the user’s
network.

3. IDENTIFICATION OF CELEBRITIES

In our work, we use Twitter as the social media of inter-
est, for celebrity identification. The participatory nature of
online social media adds a new dimension to the celebrity
problem. Usually celebrities of the outside world are also
treated as celebrities in social media, attracting a lot of fol-
lowers. So just looking at follower count may appear to be
a good measure of celebritiness. However, this is not always
the case [6].

There is a thriving ecosystem of “buying” followers®®” on

®http://pinchlikes.com/buy-twitter-followers#.  Last ac-

cessed: 21 June 2013.
Shttp://www.wordstream.com/blog/ws/2013/05/16 /buying-
twitter-followers-pros-and-cons#. Last accessed: 21 June
2013.

"http://buytwitterpro.com/buy-twitter-followers#.  Last
accessed: 21 June 2013.

Twitter, discrediting the follow score. In addition, celebri-
ties from the outside world, often are not as active or elicit
the same amount of attention for their activities, inside
Twitter.

We hence develop and explore two computational models
of celebrity scoring. The first, called the AAI model (for ac-
quaintance, affinity and identification) is derived from the
source-credibility and source-attractiveness models used in
social psychology. We provide interpretations for acquain-
tance, affinity and identification on Twitter. The second
model called the Action-Reaction (AR) model is a more
direct measure of one’s fame, based on the reactions they
elicit.

Before introducing the specific models, we first formally
describe the Twitter dataset on which the models were built.

3.1 Twitter data model

A Twitter dataset is formally modeled as follows:
D:(T7N7a’/'l”p77-”)/) (1)

Here T is the set of tweets in the sample and N is the
set of twitter accounts in the sample. The terms «, u, p, T
and v refer to ensembles of functions representing different
elements of the Twitter universe. They are described in
detail below.

a refers to an ensemble of functions around authorship.
The function author : T' — N maps a tweet to its author.
The function tweets : N — 2T, gives the set of all tweets
authored by a given twitter account. Given a set of tweets
W, we will also be using a function authors : 2T — 2V,
defined as

authors(W) = U author(t)
tew
that gives the set of authors, given a set of tweets.

wu, p and 7 refers to an ensemble of functions pertaining
to mentions, replies and retweets respectively. The func-
tions mentionsof : N — 27, repliesof : N — 27 and
retweetsof : N — 2T define the set of tweets that represent
mentions, replies or retweets of a given twitter account.

Analogously, the functions mentionsby, repliesby and
retweetsby are defined, which are all of the form N — 27
and define the set of mentions, replies and retweets per-
formed by an author.

v refers to an ensemble of functions pertaining to follow-
ship. The function follows : N — 2~ depicts the set of
accounts followed by a twitter account. Analogously, the
function followers: N — 2V gives the set of followers for a
given account.

3.2 The AAI Model

The first of the two models, called the AAI model, is pre-
sented here. Based on the various studies in the psychol-
ogy of celebrity [23, 18, 22] around source-credibility and
source-attractiveness, we arrived at three attributes defin-
ing a celebrity:

1. Well-knownness

2. Likeability

3. Identification

A celebrity is someone who is well-known. But they
are not just well-known, they are also liked by the popu-
lation. Finally, idolization of celebrities happen because a



large number of people in the population identify with the
celebrity in some form.

It can be seen that the three measures can be pipelined
to form three hierarchical layers. We can only like someone
whom we know, and we can only identify ourselves with
someone whom we like. This gives us the 3-layer AAT model.

The proposed 3-layer model is called the AAT model and
has three separate scores:

1. Acquaintance score (A)
2. Acquaintance-Affinity score (AA)
3. Acquaintance-Affinity-Identification score (AAI)

Acquaintance is a measure that determines how well a
person is known in the community. Affinity measure deter-
mines how much the person is liked by the community and
the Identification measure determines the extent to which
others identify themselves with the person being studied.
Their interpretations on Twitter are provided below.

3.2.1 Acquaintance Score

Acquaintance Score A(7) for twitter account ¢ is the mea-
sure of the number of people who knows the person i as a
proportion of the population of the sample. In Twitter,
acquaintance is established by any evidence that depicts
knowledge of one account by another. This includes a follow
or reply or retweet or mention.

The acquaintance score A(7) for twitter account ¢ thus
given by:

| followers(i)Uauthors(mentionsof(i)Urepliesof (i)Uretweetsof(i))|

A(l) = N
(2)

3.2.2  Acquaintance-Affinity Score

Acquaintance-Affinity Score AA(7) is a measure of how
well a person is liked by the community and by whom. The
affinity score is weighted by the acquaintance score so that
being liked by well-known people increases the affinity con-
tent, as compared to being liked by lesser known persons.

Affinity is measured as a function of how much others
respond to the activities of the person in question. It might
be argued that reaction to one’s action may also be due
to animosity. While it may well be the case, it is unlikely
that animosity will elicit sustained reactions over time. In
addition, to “love to hate” someone can also be viewed as
some form of affinity. Person j who “loves to hate” i is
perhaps displaying envy which in turn is a form of affinity
for what constitutes the characteristics of person i.

To measure affinity, we calculate three scores. Reply score
(R), Mention Score (M) and Retweet Score (RT).

Reply Score R(j|i) is defined as a conditional probabil-
ity measure. Given that the person i replied to a tweet,
the probability that the tweet was created by person j is
represented as the Reply Score R(j|i)

|repliesby(i) N repliesof(7)]
|repliesby ()|

R(jli) = (3)
Mention Score M (j|i) and Retweet Score RT'(j|i) are cal-
culated in an analogous fashion.
There have been observations in the literature that
retweets and replies are dependent on various factors like

60

content influence, commonality in interests and network in-
fluence [25, 21]. However, since celebritiness is associated
with people rather than with content or issues, we find these
nuances irrelevant for our problem.

The Acquaintance-Affinity score AA(j) is then calculated

as;
Z A7) x R(j]1)+
1€E,
1€EE
Z A(%) * RT(j]%)
1€EErt
where

E, = authors(repliesof(j))
E,, = authors(mentionsof(j))

E,+ = authors(retweetsof(j))

3.2.3 Acquaintance-Affinity-Identification Score

The final layer of scoring is the AAI score, which is a mea-
sure of how well a person is identified in the community and
how likeable are the people in the community who identified
the person in question.

To measure how well the person is identified by the people
in the community, we use the follower measure. The ratio-
nale here is that following someone is a decision for the long
term — indicating that we value their tweets in our timeline.

Then the Acquaintance-Affinity-Identification Score
AAI(j) is calculated as;

AA()

AAI(j) = [follows(i)]

> (5)

i€ followers(j)

Thus, the AA score of a person is divided among all the
people followed by them, to contribute to their AAI score.
The AAIT score is tagged as the celebrity score.

3.3 The Action-Reaction Model

While the AAI model is based on scores assigned by users
to other users, there is no focus on the amount of activity
around a celebrity. This prompted us to develop another
model based on observing how much of activity does a per-
son elicit and how well it reflects his/her celebrity status.
This model is called the Action-Reaction (AR) model. The
AR model is based on the Friedman and Friedman model
around attention, recall and loyalty. We arrived at two at-
tributes of defining a celebrity:

e Attention
e Loyalty

The Action-Reaction model is based on two measures: Ac-
tion measure and Reaction measure. The Action measure
attributes the amount of loyalty fans pay to the celebrity.
The attention is measured in terms of replies, mentions,
retweets in Twitter. And the Reaction measure attributes to
the amount of attention the celebrity elicits for every action.

The Action measure is a conditional probability measure.
For a given person j, the Action measure of person i towards



j computes the probability that if ¢ has acted on someone
else’s tweet, what is the probability that the tweet was from

J-
A(j)

where

— |Am (=) UAr(E=7)UAm (i=5)]
T |mentionsby(i)Urepliesby(t)Uretweetsby(1)|

(6)

Am (i — j) = mentionsof(j) N mentionsby(i)

A, (i — j) = repliesof (j) N repliesby(i)
and
Art(i — j) = retweets(j) N retweetsby(i)

The Reaction measure is also a conditional probability
measure. Given that the tweet from person j has elicited a
response, the reaction measure for a target person ¢ measures
the probability that the response was from ¢. It is given by:

[Am (i — J) U A (1 — §) U Are (i — J)]
[tweets(j)|

R(ilj) = (7)

The Action score A(j) of person j is measured as the sum
of all the action measures of the set of people S who acted
upon j:

A() =D Al

i€S

(®)

We normalize the Action score between 0 and 1. The
normalized Action score | A(j)|| is calculated as follows:

) = AG)
A = 9
4G = 42 ©)
where A4, is the maximum Action score across the sample.

Similarly, the Reaction score R(j) of the person j is mea-
sured as the sum of all the reaction measures of the set of
people S who reacted up on j.

R(j) =>_ R(ilj) (10)
i€s
We normalize the Reaction score between 0 and 1. The
normalized Reaction score |R(j)]|| is calculated as follows:

. R(j)
IR = & (11)
max
where Rp.qz 1s the maximum Reaction score across the sam-

ple.

The action score |A(j)|| and reaction score ||R(j)|| rep-
resents two dimensions of the celebrity j. The action score
measures the loyalty of the person’s fans and the reaction
score measures the attention celebrity j elicits for every ac-
tion. We represent the action-reaction measure as a vector
AR;.

AR; = (JAGD L IRG)I)

Since the scores are normalized, the maximum values they
take is 1. We represent the “ideal celebrity measure” as I =
(1,1). We then measure the cosine similarity §; between the

(12)

Action-Reaction vector ARj and the ideal celebrity measure
I
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AR; - T

9, = 9
T AR

(13)
The celebrity score C'(5) is then represented as the product

of the magnitude of AR; and the cosine similarity 8 between

action-reaction AR; and “ideal measure” I.

C(j)=0;x AR; - T (14)

We can see that the celebrity score C'(j) can be simplified
as:

_ 1A+ RO
V2

4. EVALUATION RESULTS
Dataset

We have used Twitter APIs to collect tweets, user details
and relationship between users (follow network). Twitter
APIs impose limitations & on the number of requests per ap-
plication for a time duration. Considering these limitations,
We started of with a seed of 10 users, identified randomly
from the tweet streams.

We collected all the tweets from the users’ timeline. We
also collected user details and the people who they followed.
The new users identified in this step formed the level 1 users.
This was repeated till a depth of three. The table 1 shows
statistics about our evaluation dataset

C(j) (15)

Table 1: Tweet Data set Statistics

Number of Users 66 thousand

Number of Tweets 99 million
Number of Replies 6.9 million
Number of Mentions  21.9 million
Number of Re-tweets 4.8 million

Figure 1 shows the follower distribution in our data set.
Figure 2 shows tweet distribution. The follower distribution
and the tweet distribution of our data set resembles much of
the large twitter data set [29]. We use this as an indicator
of the representativeness of our sample.

Follow Graph
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Figure 1: Followers Distribution

Celebrity and Influencers

For purposes of comparison, we identified two existing al-
gorithms to find influencers: PageRank [5] and SNP (Social

Shttps://dev.twitter.com/docs/rate-limiting/1.1/
limits
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Figure 2: Tweet Distribution

networking potential) [2]. A more recent measure called the
Twitter rank [29] was rejected in favor of PageRank. This
is because, Twitter rank measures influence based on topi-
cal similarities, which is quite different from the celebritiness
problem. “Celebritiness” is associated with a person and can
be independent of topic. Hence we used the more straight-
forward PageRank measure for comparison. We used JUNG
(Java Universal Network/Graph Framework) for computing
PageRank.

We picked the top 25 celebrities identified from each of
the algorithms (AAI model, AR model, PageRank and SNP)
and we prepared a single list of celebrities for user evaluation
by removing duplicates. We then presented the celebrity list
of 65 celebrities to the 200 volunteers for user evaluation.
We requested volunteers to identify or vote for celebrities
from the given list. The user evaluation was “blindfolded”
— meaning, the volunteers were unaware of the algorithms
behind the celebrity list used for the evaluation.

We picked up the top 20 celebrity candidates based on
user votes. Then we compared the top 20 celebrities voted
by the volunteers with the top 20 celebrities identified by
each of the algorithms.

Figure 3 shows that the AAI model performed well in
terms of identifying celebrities. Celebrities identified by the
AR model also agreed with user votes. But in addition
to people, it also identified popular twitter accounts like
YouTube, Uberfacts, Funny Tweets and others, which were
not identified as celebrities by users. We discuss the charac-
teristics of the celebrities identified by AAI model and AR
model in the later section.

We also computed the average agreement among the users
based on the user votes in the top 20 results. Both AAI
model and AR model showed an average agreement of 65%
among users voting for these candidates.

Most celebrities identified in our algorithm have a good
influence scores as well, going by their SNP measures. This
result indicates that most celebrities are influencers where
as not all influencers are celebrities. Table 2 shows the top
20 celebrities identified by various algorithms used in the
experiment.

Performance based on User evaluation
on Top 20 celebrities
SNP
Page Rank
AR
AAI

0.0 0.10 0.20 0.30 0.40 0.50 0.60 0.70
Precision measure against Top 20 celebrities identified by Users

Figure 3: User evaluation results

We also compared the performance of the algorithms with
Forbes top celebrities list and Klout Score ?. We took top 25

“http://www.klout.com

Table 2: Top 20 Celebrities

AAI Model AR Model Page Rank Model SNP Model
Barack Obama Justin Beiber OMG Facts The Wanted
Kim Kardashian Youtube I Do That Too Delta Goodrem

Amitabh Bachchan Niall Horan yfrog Social Follow @WizKhalifa

Rihanna
Justin Bieber
Ellen DeGeneres
Oprah Winfrey
Shah Rukh Khan

Liam Payne
zaynmalik1D
Shah Rukh Khan
Jay Sean
Harry Styles

yfrog
Techmeme
Mediagazer
Barack Obama
Kim Kardashian

ZoomTV
Saj

Beyonce Knowles

Star Plus
iTunes

Lady Gaga Yuvraj Singh The White House Annie Mac
Dalai Lama Xstrology Oprah Winfrey Pope Francis
Kanye West Amitabh Bachan Ellen DeGeneres LMAO
Priyanka Uber Facts jimmy fallon RDB
OMG Facts Ariana Grande Office of VP Biden New York Post
jimmy fallon Lady Gaga Conan O’Brien DJ Khaled
Conan O’Brien Funny Tweets LMAO Blake Griffin
Drizzy Nicki Minaj Michelle Obama darkchild
Karan Johar Jai J.D. Brooks Kanye West Keri Hilson
Ryan Seacrest Mr.Carter Rihanna Sohanny
Abhishek Bachchan Bruno Mars Lady Gaga Shriya Saran
Salman Khan Rihanna Ashton Kutcher Kanye West

people from the Forbes celebrity list Celebrities'® and top
25 people from the Forbes India celebrity list (as the initial
seed users considered in the sample were from India) '* and
merged them as 50 Forbes celebrities. We removed names
from this list that did not feature in the sample at all.

We computed the precision measure and Figure 4 shows
the comparative performance of different algorithms. We
observed that our AAI model performed well compared to
other algorithms. This result shows the celebrities identified
by the AAI model as also globally recognized celebrities.

Comparison with Forbes celebrity list

SNP
Pagerank |
AR
AAl | ]

0 0.10 0.20 0.30 0.40 0.50 0.60 0.70
Precision measure with forbes 50 celebrities

Figure 4: Comparison with Forbes 50 Celebrities

We identified the Klout score'? manually for each of the
top 25 celebrities identified by each of the algorithms. We
plotted the Klout score against each celebrity identified from
4 algorithms. Figure 5 shows that the celebrities identified
by the AAI model and AR model have consistent Klout score
unlike the PageRank and SNP model.

Comparion with Klout Score
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Top 25 Celebrities

Figure 5: Comparison with Klout Score

In order to match the negatives, we measured the Klout
scores of people who featured in the bottom 20 of the AAI
and AR model as well. The average Klout scores for the top
20 and bottom 20 groups are showed in Table 3. The Klout
scores seem to be positively correlated with both AAT and
AR scores, but since it is a proprietary measure, we could
not explore further than this.

Ohttp://www.forbes.com/celebrities/list/
"http://forbesindia.com/lists/2012-celebrity-100/
1395/1

12We used Klout score only as a comparative backdrop and
is not intended for benchmarking, as the Klout score is a
proprietary measure.



Table 3: Average Klout score Comparision

AAI model AR model
Average Klout score for Top 20 90 86
Average Klout score for Bottom 20 83 75

Real world Celebrity versus Twitter Celebrities

We analyzed the results of our experiment to find whether
real-world celebrities are also Twitter celebrities. We plotted
the AAI score versus number of followers in the graph. We
expect Twitter celebrities to have high AAI score and real-
world celebrities to have large number of followers.

o
s Top 100 Celebrities
g, AAl Score versus Follow Count (in log scale)
o 7
E g -y - -
ealz- = - a wncer
o 3 - -
L 2
5 1

0

0 0.5 1 1.5 2 25 3 3.5 4 4.5

Follow count in log scale

Figure 6: AAI score versus Number of Followers

Figure 6 shows strong co-relation between the AAI score
and the number of followers. It also shows that a large
portion of Twitter celebrities are also real-world celebrities.
However, there is also significant portion of Twitter celebri-
ties who do not have a large following. They seemed to
have attained celebrity status based on their activities in-
side Twitter.

Twitter also has another interesting attribute called the
“verified” flag. These represent Twitter accounts (typically
of celebrities) that are manually verified to belong to the
well-known personality. This is by far the most credible
benchmark in Twitter for celebrity identification.

We picked the top 100 celebrities from AAI model and
AR model and calculated the number of celebrities with the
“verified” flag. We found a huge match of 95% of the celebri-
ties in the AAT model as having the “verified” flag. The AR
model accounted for a 80% match.

Comparing AAI and AR models

To understand more about the celebrities identified by the
AATI model and AR model, we grouped the celebrities into
3 groups

1. Celebrities exclusive to AR model
2. Celebrities common to AR model and AAI model
3. Celebrities exclusive to AAI model

Table 4 shows the celebrities identified under the above
mentioned groups. Figure 7 shows the average twitter statis-
tics like number of mentions, number of replies, number of
retweets, number of followers for the celebrity groups iden-
tified in the Table 4.

Figure 7 shows significant amount of mentions and the
followers for the celebrities common to the AAI model and
AR model. The celebrities exclusive to the AR model shows
more Twitter actions like replies, mentions, retweets on the
celebrity where as the celebrities exclusive to AAI model
shows more of followers and less of actions when compared
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Table 4: AR model and AAI model celebrities

Celebrity group Celebrity names

Celebrities exclusive
to AR Model

Niall Horan, Liam Payne
zaynmalik1lD, Xstrology
UberFacts, Ariana Grande
Funny Tweets, Jai J.D Brooks
Mr. Carter

Celebrities common
to AR and AAI Model

Justin Bieber, Shah Rukh Khan
Amitabh Bachchan, Rihanna
Lady Gaga

Celebrities exclusive
to AAI Model

Oprah Winfrey, OMG Facts
jimmy fallon, Conan O’Brien
Ryan Seacrest

Celebrity Analysis - AAl versus AR model
Average statistics

ENumber of replies MNumber of mentions ' Number of retweets mNumber of followers m Number of tweets

12000
Exclusive to Common for Exclusive to

10000
8000
AR model AR and AAI model AAI model

6000
4000
2000

0

Figure 7: AAI celebrities versus AR celebrities

based on Twitter statistics

to the celebrities exclusive to AR model. Figure 7 hints
that the celebrities identified from the AAI model are more
of real world celebrities and attracts more people making
them well-known, well-liked and well-identified in the com-
munity. It also hints that the celebrities identified from the
AR model are more of “Twitter celebrities” and are more
popular within the Twitter community and attracts more
actions within the community.

Figure 8 plots the average action score and reaction score
for the celebrity groups identified in Table 4.

Celebrity Analysis - AAl model versus AR model

= Action Score = Reaction Score

Exclusive
to AAI model

Common for
AR and AAI model

Exclusive

to AR model
0.0 0.1 0.2 0.3 0.4
Average Score
Figure 8: AAI celebrities versus AR celebrities

based on AR score

Figure 8 shows that celebrities in general have a higher
reaction score. This indicates that popular celebrities get
discussed in the Twitter world irrespective of the celebrity
tweets in terms of mentions.

Figure 9 plots the average celebrity score for AR model
and AAT model for the celebrity groups identified in Table
4.

Figure 9 shows significantly higher AAI score for the
celebrities exclusive to AAI model and the celebrities com-
mon to AR and AAI model. With respect to AR score, the
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Figure 9: AAI celebrities versus AR celebrities

based on celebrity score

celebrities exclusive to AR model and common to both AR
and AAI shows significantly higher AR score compared to
celebrities exclusive to AAI model.

Based on the observations from Figure 7, Figure 8 and
Figure 9, we can understand that though the people identi-
fied by the AR model as well as AAI model are celebrities,
the characteristics of the celebrities identified by the AR
model and AAT model exhibit clear differences.

Celebrities identified by the AAI model show significantly
high number of followers and good amount of actions, espe-
cially mentions. The celebrities with less action in the AAI
model are compensated with their popularity and are well-
identified by the people in the community and hence they
appear as top celebrities.

Celebrities identified by the AR model show significantly
high action (loyalty) scores and good amount of followers.
Celebrities with less number of followers in the AR model
are compensated with their popularity within the twitter
community to generate significant number of actions and
hence they appear as top celebrities.

Celebrities identified by the AAI model are more of real-
world celebrities and attracts more people making them
well-known, well-liked and well-identified in the community.
Celebrities identified by the AR model are more of “Twit-
ter celebrities” including non-person accounts like Uberfacts
that are popular within the Twitter community to generate
significant number of actions.

Since both these algorithms seem to measure different sig-
nals, in an application setting one can envisage a generic
celebrity score:

Celebrity(j) = ax AAI(j) + (1 — a) * C(j) (16)

where 0 < a < 1. When a = 0, the identified celebri-
ties are more of Twitter celebrities and when a = 1, the
identified celebrities are more of real-world celebrities.

5. CONCLUSIONS AND FUTURE WORK

Celebrity dynamics on social media is an interesting phe-
nomenon, and the proposed algorithms provide promising
results to be practically applicable. By providing interpre-
tations for acquaintance, affinity, identification, loyalty and
attention from appropriate signals, the proposed algorithms
can be easily ported to datasets from other forms of social
media. The distinction between AAI and AR distinguishes
between celebrities within the social media versus celebrities
in the real-world outside.
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In the future, we plan to extend this model to identify
celebrities in a given domain and apply this model on other
forms of user generated content, in addition to social media
datasets.
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ABSTRACT

Materialized views are one of the most popular optimiza-
tion techniques selected during the physical phase to speed
up query processing in traditional and advanced databases.
Their selection has been proven to be NP-hard. As a con-
sequence large panoply of heuristics has been proposed to
find near optimal solutions. Usually, the selected material-
ized views are whole life disk resident and their presence is
not calling into question. Note that view maintenance can
cause significant amounts of CPU and I/O usage, which can
be detrimental to performance in a write-intensive database
application. Typically materialized views are stored on disk;
however with big number of queries, there are situations
where not all a good candidate views will be selected. As a
consequence, their dynamic selection becomes a necessity. In
this paper, we address the problem of materialized view se-
lection by considering the query scheduling. We first review
the most important existing work on static and dynamic
view selection. A formalization of the problem of view selec-
tion considering the re-ordering of a large number of queries
is given. A system, called SLEMAS, playing the role of a
generic advisor is described. Finally, intensive experiments
are conducted to compare the efficiency of our system re-
garding the most important state of art algorithms.

1. INTRODUCTION

Nowadays, the complex OLAP queries involving joins and
aggregations is part of the scenery of applications requiring
extremely large databases such as data warehouses, scien-
tific and statistical databases. Materialized views (M) are
one of the most popular optimization structures used in sev-
eral databases deployment platforms: centralized [10], dis-
tributed [4], Cloud [12]. MYV are used to pre-compute and
store aggregated data such as sum of extremely large tables
such as the fact table of a given data warehouse schema. So,
MYV are suitable for queries with expensive joins or aggrega-
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tions. Once selected, all queries will be rewritten using MV*
in order to avoid irrelevant base table accesses. A rewriting
of a query ¢; of a given workload using views is a query ex-
pression g, referencing to these views. The query rewriting
is done transparently by query optimizer. To generate a best
rewriting for a given query, a cost-based selection method is
used [2].

Note that MYV store data from base tables. In order to
keep the MV in the database repository up to date, it is
necessary to maintain them in response to the changes at the
base tables. This process of updating views is called view
maintenance which has evoked great interest in the past
years [8]. A MYV can be either recomputed from scratch,
or incrementally maintained by propagating the base data
changes onto that view. Note that re-computing the views
can be prohibitively expensive.

Due to resources required for MV (disk space, compu-
tation time, maintenance overhead and cost required for
query rewriting process), DBA cannot materialize all pos-
sible views [11]. Hence, she needs to select an appropriate
set of views to materialize under some resource constraints.
Historically, the Views Selection Problem (VSP) has been
formalized as follows [10]: given a set of most frequently
used queries Q = {q1,q2,-..,¢n}, where each query ¢; has
an access frequency f; (1 < i < n) and a set of resource
constraints CS = {C1,...,Cx}. The VSP consists in select-
ing a set of MV that minimizes one or more objectives,
possibly subject to one or more constraints. Many variants
of this problem have been studied that concern the stud-
ied objective functions and the resource constraint(s). The
main popular variations use respectively the following ob-
jective function and constraints: (i) minimizing the query
processing cost subject to a storage size constraint [10], (ii)
minimizing query and maintenance costs subject to storage
space constraint [15], (iil) minimizing query cost under a
maintenance constraint [10]. This problem is known as an
NP-hard problem [10]. Several algorithms were proposed to
deal with this problem. In [17], a classification of existing
algorithms is given. Note that commercial and academic
DBMS propose tools (advisors) (e.g., DB2 design Advisor,
SQL access Advisor for SQL, Data Tuning advisor for SQL
server, PARINDA for Postgres [16]) to recommend MYV to
DBA.

The most traditional formalization selects views in a static
where it assumes that the queries is a priori known and pre-

!This process is known as query rewriting



ordered. To relax this hypothesis, the dynamic selection has
been proposed [14]. Existing algorithms for dynamic selec-
tion of MYV are divided into two categories based on their in-
coming workload [6]: algorithms with a predefined workload
(the algorithmn described in [21] belongs to this category) and
algorithms with an unknown workload (DynaMat system is
an example of this category [14]). Typically selected MV are
stored on disk permanently with updating strategy on these
MYV; however with disk space limit and with big number of
queries to be optimized, there are situations where not all a
good candidate views will be selected. As a consequence, a
flexible selection of the views under space constraint is rec-
ommended. It is characterized by temporary presence of the
views on the disk to maximize the benefit of using all best
views . In this mode of views selection, the views are created
as a workload execute. If a query need a view that is not
created, the view will be materialized on demand. If there
is not enough space, existing views may be dropped follow-
ing LRU rules. The views selection manner called dynamic
materialization. To maximize the benefit of using material-
ized views before their dropping, it is important to permit
workload’s query order. this query order permutation called
query scheduling.

Most important studies related to the dynamic selection
ignore the query scheduling, except the Phan et al.’s [21]
and Diwan et al.’s [7] works. This ignorance may penal-
ize the performance of the selected M). Note that the
query scheduling defines an efficient order to evaluate a set
of queries to take benefit from current content of a storage
device before relevant data is evicted. The device may be
a main memory buffer, a secondary memory device such as
hard disk, flash, etc. A couple of existing studies showed
the impact of query scheduling on managing buffer where
the allocation database objects into the buffer is guided by
the order of the queries [9]. Recent research efforts study
the impact of query scheduling on selecting optimization
structures such as MYV, indexes [21] and horizontal data
partitioning schema [1]. To the best of our knowledge the
work of Phan et al. [21] is the sole that dynamically se-
lects MV by considering query re-ordering. Consequently,
we propose to details the architecture of the proposed sys-
tem. It is mainly composed of four components: Dynamic
Materialized Query Table (MQT) Scheduler (DMS), MQT
candidate generator, scheduled queries generator, and Dy-
namic MQT management module, which will be described
below:

e The DMS receives query workload.

e MQT candidate generator: the MDS sends the queries
to MQT advisor of DB2 that returns a set of candi-
date MQT and their associated indexes. At the highest
level, the DB2 Advisor works as a black-box view-index
recommendation engine. The black-box has two in-
puts: a set of SQL statements known as the workload,
and statistics describing the target database. There is
only one output: the recommended views and indexes.

e Scheduled queries generator: the candidate MQT and
indexes are then submitted to DMS that runs a ge-
netic algorithm to find the best query order that pro-
duces the highest MQT benefit. The optimal solution
requires the exploration of a search space of N! per-
mutation of the query workload. The objective of the
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genetic algorithm is establish a tradeoff between max-
imizing MQT cache hits, minimizing MQT material-
ization and minimizing base table accesses.

e Dynamic MQT management module is core of the ap-
proach. It uses a probabilistic model defining the usage
and the materialization of any MQT candidate. The
MQT pool (called cache) is managed by LRU that pro-
vides non-zero hit probability to the entire candidate
MQT.

The main limitation of Phan et al.’s work: (i) it is DB2
DBMS dependent, (ii) certainly DB2 advisor takes into ac-
count the interaction among optimization structures (in-
dexes, MYV, partitioning, and clustering) [27], but the in-
teraction between queries is not well highlighted. Another
aspect related to the query workload is the small number
of the used queries. Nowadays, the number of queries may
be very large (era of big queries). Note that the interac-
tion between queries is crucial for selecting MYV in different
database deployment platforms [18, 19, 26], and (iii) having
a genetic algorithm with fitness function using probabilistic
parameters that require a predictable approach to get them
is time consuming. To overcome these limitations, we pro-
pose a new scalable approach; called SLEMAS. This system
plays the role of generic advisor.

The paper is organized as follows: Section 2 presents the
Background. Section 3 details our contributions, where we
present the scalable algorithm to capture the query inter-
action, MYV selection algorithm, query scheduling and ma-
terialization strategy. Section 4 implements our results and
validation in Oracle 11g. Section 5 concludes the paper by
summarizing the main results and suggesting future work.

2. BACKGROUND

In this section, we present some concepts to facilitate the
understanding of our approach that considers the interaction
of queries to generate the view candidates.

2.1 Multi-Query Optimization

The Multi-query optimization (M@QQO) problem has well
studied since 1980s [24, 22]. MQO tries to perform a batch
of queries by exploiting some share common results. MQO
problem can be divided into two phases [22]. The first phase
is to prepare alternative plans for each query (Each query
may be represented by an algebraic tree corresponding to its
execution plan). These plans can identify common shared
results among a set of queries. The second phase is to select
exactly one plan for each query. As a result of second phase,
the query plans may be merged to generate a graph struc-
ture called, unified query plan (UQP). The structure of this
plan is similar to that proposed in [26]. The leaf nodes of
the UQP represent the base tables. The root nodes repre-
sent the final query results and the intermediate nodes rep-
resent the common sub-expressions shared by the queries.
Among intermediate nodes, we distinguish: (i) unary nodes
representing the selection and the projection operations (ii)
binary nodes representing join, union, intersection, etc. Fig-
ure 3a. presents an UP(Q for a workload of 10 queries issue
form star schema benchmark. Several unified query plans
may exist for a given query workload due to the properties
of relational algebra operations [26]. Sellis et al. [24] are
proposed an A* search to explore all possible UQP. But
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exploring all possible UQP has been formulated as an NP-
hard problem [24]. To reduce the number of exploring UQP
many cost estimation functions are proposed [25]. Roy et
al. [23] describe a greedy heuristic for generating a good al-
ternative plans which maximize shared results. Dalvi et al.
[5] extend the work of Roy et al.[23] by pipelining common
shared results to maximize the benefit. With Big Queries
Era, offering scalable algorithms for generating a best query
plan becomes a crucial challenge [3].

2.2 Problem Formulation

Before formalizing the MVP considering the Query Schedul-

ing Problem (QSP), we think it would be wiser to pro-
pose a separate formalization of both MVP and QSP. In-
puts: (i) a relational data warehouse (RDW), (ii) a work-
load with a set of queries represented by an UQP, (iii) a set
of intermediate nodes candidates for materialization ; Con-
straint: a storage constraint S; Qutput: a set of MV opti-
mize the cost of processing O and satisfying the constraint
cost (size(MV) < 8).

Similarly, the QSP is formalized as follows:
Inputs: (i) RDW, (ii) a workload with a set of queries rep-
resented by an UQP, (iii) a set of intermediate nodes candi-
dates for materialization; a disk allocation policy;
Output: scheduled queries of the workload into a new or-
dered set that the query having the least execution cost.

The MVP considering QSP takes (i) A RDW and (ii) a
set of queries, (iii) a set of intermediate nodes candidates for
materialization; a constraint representing the limited stor-
age size. The problem aims at providing: (i) a scheduled
set of queries and (ii) MV, minimizing the overall process-
ing cost of and satisfying the storage constraint. The search
space of the combination of MVP and QSP becomes very
huge [21]. In the next section, we propose a new approach
supported by a tool (SLEMAS) dealing with this problem.

3. THE SLEMAS APPROACH

SLEMAS is a three-tier architecture as shown in the Fig-
ure 1: (1) an application tier representing the query work-
load, (2) SLEMAS with three main roles: (i) capturing of
interaction among queries, (ii) generation of views candi-
date and (iii) query scheduling, and (3) a data storage tier
that implements solutions recommended by SLEMAS. TIts
components are below detailed.

3.1 The Application Tier

This module receives from users a set of queries in a queue
to be processed by a DBMS.
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3.2 SLEMAS Tier

Once query workload is received, SLEMAS performs the
following tasks:

3.2.1 Capturing of interaction among queries:

This step is performed by constructing the UQP. This con-
struction has to take into account the Era of Big Queries.
Usually, the interaction of queries is captured by the use of
acyclic graph [26] (Figure 2.a. To respond to the context of
Big Queries, we propose the use of hypergraph data struc-
ture that showed their efficiency in FElectronic Design Au-
tomation (EDA) [13]. In our context the vertices and edges
of the hypergraph represent respectively the join nodes and
queries as shown in Figure 2-a. Since the number of nodes of
our hypergraph can be very large, we adopt the same philos-
ophy of EDA | where the hypergraph is partitioned according
the interaction among queries. More precisely, each parti-
tion contains high interacted queries. To do the partitioning
we use a tool widely used in EDA called HMETIS [13]. Fig-
ure 2-b gives an example of a such partitioning. Each par-
tition is then transformed in a acyclic directed graph which
is similar to traditional query acyclic graph. During this
transformation, a cost driven approach to order the nodes is
given [3]. This cost computes the processing cost of overall
queries (Figure 2-c).

3.2.2 Materialized Views Selection:

Note that all nodes of the global plan are candidate for
materialization which may represent a huge number. For
instance, in our experiments, we consider 1 000 queries in-
volving 1552 join nodes. As a consequence a pruning mech-
anism is needed. It shall take into account the benefit of
the nodes and their constraints related to their storage and
maintenance. To do so, we define some functions:

e costwo(q, P): the processing cost of the query ¢; with-
out view(s).

e costwv(qi, V;): the query processing cost of query g¢;
using the materialized view Vj.

e costuqt(V;): the maintenance cost of the view V.

e Size(V;): the cost needed to store the view V;.

We define the benefit of a given view Vj (denoted by Benefit(V;))

by:
bene fit(V;) = costwo (V) — costwv (V) — costarar(V) (1)

where costwo(V;) and costwyv (V) represent respectively
the total processing cost of queries without/with the view
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V;. Instead of treating the whole search space including
all candidates as in the usual approaches for materializing
views, we propose to use a divide-conquer approach, where
the search space is divided into several sub search spaces,
where each one corresponds to a connected component of
the global graph (Figure 1). Contrary to the existing stud-
ies where they allocate the whole storage constraint to all
views candidate, our approach allocates this storage to each
component to be fair. Then, each component C}, is processed
individually, where its nodes are sorted according their ben-
efits and their ability to satisfy the storage constraint. Three
selection cases are possible. Let N be the set of nodes of
Cy having a greater benefit. The top nodes satisfying the
storage constraint are selected.

3.2.3  Query scheduling:

To avoid massively view dropping, we schedule queries.
This is done by respecting the following principle:  when
a view s materialized, it should optimize the mazimum of
queries before its dropping. Therefore, we propose the fol-
lowing procedure supported by an example in which we con-
sider a connected component with 14 queries (Figure 3-a).

1. The queries are grouped in many distinct components
which the interaction (sharing of intermediate results),
is important between queries inside component and
negligible interaction between components. Our sched-
uler aims to schedule the queries in each component
and the order between components.

2. The scheduler is based on maximizing the benefit of
reusing nodes, so the order is guided by nodes. The
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Figure 3: Example of our Scheduling Approach

materialization of a node prompts that the queries
which use this node are the following to be run. So, no
consideration of space constraint in query scheduler.

3. The identification of node(s) of each component with
maximal benefit (called queen nodes). In our example,
four queen nodes are selected:

{gn1, gnz, qns, gna} (represented by solid nodes in Fig-
ure 3-a).

4. Ordering queen nodes: Let NY* be the number of
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Figure 4: Advantage of dynamic materialization with query scheduling

nodes of the component Cj. Their ordering is based on
their benefit. The benefit of the queen nodes are prop-
agated to their queries. As a consequence, each query
may be assigned to a weight representing the sum of
the benefit of its nodes. These weight are then used
to schedule the queries based on their overall benefit
(Figure 3-d). The query scheduling process not con-
sider the constraint space

Till now, materialized views candidate are identified and
the order of queries. Based on the different cost models
available at SLEMAS side, it can easily decide on materi-
alizing or dematerializing views by performing simulation
using algorithm 1.

Algorithm 1 materializeView (o)

1: cost + estimateM aintenance(mv);{Estimate the main-
tenance cost of the view using the generic cost model}

2: changeStat(muv, true);{ change the stat of the view as
materialized}

3: diskSpace + diskSpace — sizeO f(mv);

4: return cost;

3.3 Data Storage Tier

The results obtained by SLEMAS are translated respect-
ing the target DBMS then receives a creation and dropping
scripts of materialized views and the pre-ordered queries.
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4. EXPERIMENTAL EVALUATION AND ANAL-

YSIS

We conduct several experiments to evaluate the efficiency
of SLEMAS. First of all, we develop a simulation tool us-
ing Java. It allows to get automatically the characteristics
of the meta data of the data warehouse and run the three
algorithms: (1) SLEMAS’s approach; (2) dynamic material-
ization algorithm proposed by Phan et al’s [21] and (3) MV
selection algorithm proposed by Yang et al’s [26] using a
static formalization. To analyze the behaviors of these algo-
rithms, we consider four scenarios: (1) using static materi-
alization, (2) dynamic materialization, (3) with considering
query scheduling and (4) without query scheduling. These
scenarios are tested by varying: (a) the size of data ware-
house, (b) consideration of different query workload’s ran-
domly generated using SSB query generator and (c) varying
the storage space constraint. The simulated results are then
deployed on Oracle 11g DBMS, running on a Core 2 Duo
server with 2.40GHZ CPU and 32 GB of main memory. The
star Schema Benchmark (SSB) with 100 GB of data contain-
ing a fact table Lineorder and 4 dimension tables [20]: Part,
Customer, Supplier and Date is used.

In the first experiments, we test the interest of dynamic
and query scheduling on optimizing queries. To perform
our experiments we consider a data warehouse with differ-
ent sizes (1Gb, 10Gb, 100Gb and 1 Tb) and a workload of 30
queries, the candidate nodes are selected using our approach.
Three scenarios are considered: (i) naive scenario in which
nodes are materialized till the saturation of storage space,
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Figure 5: Performance of SLEMAS’s approach

(i) materializing without scheduling using our dynamic ap-
proach and considering the workload as pre-ordered® and
(i) materializing with query scheduling. The overall cost
of queries in terms of inputs/outputs is then computed by
varying the storage constraint. Figure 4 summarizes the ob-
tained results. The main lesson is: the dynamic materializa-
tion with query scheduling outperforms the other scenarios
whatever the size of the data warehouse. This shows the in-
terest of incorporating the query scheduling in materializing
views.

In the second experiments: we test the performance of our
approach compared with two existing approaches: Phan et
al.’s method [21], and Yang et al.’s method [26]. For Phan
method, we have developed the following algorithms: (i) a
genetic algorithm to find an optimal query permutation by
emulating Darwinian natural selection of 1000 generations;

2The query scheduling module of our approach in this case
is obsolete.
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(it) algorithm to select candidate nodes which are the nodes
that have greater benefit have been selected as candidates
(In Phan et al.’s, they are used DB2 advisor to have those all
nodes with greater benefit); (iii) pruning algorithm of candi-
date views using their benefit; (iv) an evaluation algorithm
to estimate the total net benefit of using pruned candidate
views set by query workload; (v) algorithm to manage the
cache of the views (LRU). For Yang, we have developed the
following functions: (i) generation of individual plan tree,
(if) generating Multiple Views Processing Plans (MVPP),
using merging individual plans (iii) selecting materialized
views using M VPP (iv) estimation of query MVPP using
views. To show the performance of our approach three sce-
narios are considered:

1. Static materialization: we consider a data ware-
house with 1Gb and a workload of 30 queries, the
nodes selected by each algorithms are materialized till
the saturation of storage space. As shown in the Fig-
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ure 5-a, there is not a big difference between the three
methods, which improve that our approach not avoids
the selection of best views.

2. Dynamic materialization without query schedul-
ing, we have used the same configuration as static ma-
terialization. Asshown in the Figure 5-b, we show that
Phan is more better than our approach. This is due
to the difference of materialization/dematerialization
number (Figure 5-c). Phan et al.’s method tries to find
best candidate views that optimize the workload glob-
ally which minimize the dropping of the views. But
the views in our approach a divided a many sub sets
which each sub-set optimize some queries, which in-
crease the probability of dropping views if the query
not scheduled.

3. Dynamic materialization with query schedul-
ing: we have used data warehouse with different size
(1Gb and 100Gb) and a workload of 30 queries. As
shown in the Figures 5-c and 5-e, our approach out-
performs Phan method because the number dropping
is minimal and each materialized views are used max-
imally to optimize the queries of the component. As
shown in the Figures 5-f, our approach performs more
when we use big queries (in our tests: 1000 queries).

4.1 Validation in Oracle 11g

ue to the complexity and time needed to deploy all the-
oretical solutions on Oracle DBMS, we propose the follow-
ing: we consider a workload of 30 queries running on two
data warehouses (1GB and 100GB). The disk storage is set
to 400MB (39%) for the first dataset(Figure 6) and 30GB
(30%) for the second dataset (Figure 7).

The obtained results described in the Figures 6 and 7
which are quite similar to those obtained by our simulator.
This shows the quality of our used cost models.

5. CONCLUSION

In this paper, we addressed an important problem which
is the dynamic materialized view selection by considering
the query scheduling. Both problems are hard. To solve
this problem, we propose a methodology supported by a
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generic advisor called SLEMAS. It is 3-tiers architecture in-
cluded: (1) an application tier representing the query work-
load, (2) SLEMAS with three main components: (i) cap-
turing of interaction among queries. To offer a scalable al-
gorithm, we proposed the use of hypergraph largely used
in the EDA domain. (ii) Generation of views candidate
performed by divide-conquer approach, in which the hy-
pergraph is partitioned into several connected components.
(iii) Query scheduling allows re-ordering the query work-
load based on their benefit in using materialized views. (3)
A data storage tier that implements solutions recommended
by SLEMAS. Our approach is compared against the most
important state of art works and the obtained results show
the efficiency and effectiveness of our approach.

Currently, we are working in two directions: the incorpo-
ration of another optimization structure which is the indexes
to SLEMAS and development of a more sophisticated tool
with nice interfaces and offering several API to connect dif-
ferent DBMS platforms.
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ABSTRACT

IT systems of today’s enterprises are continuously monitored
and managed by a team of resolvers. Any problem in the
system is reported in the form of trouble-tickets. A ticket
contains various details of the observed problem. However,
the knowledge of the actual problem is hidden in the ticket
description along with other information. Knowledge of is-
sues helps the service providers to better plan to improve
cost and quality of operations. In this paper, we address the
problem of extracting the issues from ticket descriptions. We
discuss various challenges in issue extraction and present al-
gorithms to handle different scenarios. We demonstrate the
effectiveness of the proposed algorithms through two real-
world case-studies.

1. INTRODUCTION

With the increasing reliance of business on IT, the health
of IT systems is continuously monitored. The IT service
providers manage these systems with a team of resolvers.
These resolvers act on the reported problems and take cor-
rective actions to ensure smooth functioning of I'T and busi-
ness. The system problems are reported to the resolvers in
two ways:

e System-generated issues: Components such as busi-
ness applications, processes, CPU, disk, and network
interfaces are monitored to detect anomalies. The
monitoring tools capture and report any abnormal be-
havior of system components in the form of alerts.

e User-generated issues: The users of IT systems report
problems through calls, emails, or chats.

Both system-generated and user-generated issues are re-
ported in the form of tickets to a team of resolvers. A ticket
contains various details of the reported problem such as the
reporting time, system-of-origin, severity, and other details.
In addition to this, each ticket also contains a description
field that contains the details of the observed problem. In
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case of system-generated tickets, this description is auto-
matically generated by the monitoring and alerting tools.
This description is often structured and is based on how
the alerting tools have been configured to report a problem.
However, in case of user-generated tickets, this description
contains free-form text written by users. This description is
unstructured and contains variations, ill-formed sentences,
and spelling and grammar mistakes.

While the ticket description contains many details, it is
important to extract the information of the actual problem
referred by the ticket. We refer to the problem referred by
the ticket as issue. For instance, consider the following ticket
description

PATROL alert for filesystem apps-orabase is 90% full on
d-2hh4knn

The issue referred by this description is

PATROL alert for filesystem full

Extraction of issues occurring in the IT system can pro-
vide crucial information to better understand and control
the IT operations. It can assist in improving both the IT
system and the human system involved in the operations.
The IT system consists of the business functions, applica-
tions, and the infrastructure. The human system consists of
the teams of resolvers that manage the IT systems. Below
are some examples of how the knowledge of issues can assist
in improving these systems.

1. Improving the IT system: (a) The knowledge of is-
sues observed in the IT system helps in inferring prob-
lem trends and frequent problematic areas in the sys-
tem. (b) The issues referred by the high-severity tick-
ets can provide insights into the critical areas that
cause customer unrest or business instability. These
issues can be prioritized for taking corrective actions
by problem management. (c) Knowledge of frequent
issues observed in specific domains can assist the ser-
vice providers to prepare a service catalog. A service
provider uses the service catalog for knowledge acquisi-
tion, generating training plans, developing automation
scripts, etc.

. Improving the human system: (a) The knowledge of is-
sues can be used to identify issues that consume max-
imum effort of the resolvers. These issues can be con-
sidered for full or partial automation. (b) The knowl-
edge of frequent issues can be used to prepare training
plans to train resolvers with appropriate skills. (c) The
knowledge of arrival patterns of the issues can be used



to plan shifts with right number of resolvers with right
skills.

Mining issue from the ticket descriptions presents several
challenges. (a) The same problem is represented in different
ways in different tickets. (b) The organizations customize
the structure of the description according to their own pref-
erences. (c¢) The descriptions are domain-dependent and
contain domain-specific words. For example, Oracle issues
have words such as tables, SQL query, filesystem, disk, and
Oracle-specific error codes. (d) The descriptions in user-
generated tickets are written in free-form text. They are
often ambiguous, and contain spelling and grammar errors.

Currently, service providers lack a systematic approach
to capture the knowledge of issues. They either rely on the
coarse-grained information from the ticketing tools or on the
intuition-driven inputs provided by the resolvers.

e Ticketing tools such as ServiceNow [1] and BMC Rem-
edy [2] allow resolvers to classify each ticket in various
categories and subcategories. These categories are of-
ten referred as Category, Type, Item, and Summary
(CTIS) [3]. However, most often these tools are not
configured to sufficient level of details. For instance,
various disk-related issues such as disk full, disk fail-
ure, or disk corruption are all classified as Category
= Infrastructure, Type = Hardware, Item = Storage,
Summary = Disk issue. In addition to that, resolvers
and users make mistakes in rightly classifying the is-
sue. As a result, the analysis based simply on this
classification can often lead to incorrect and insuffi-
cient knowledge of the issues.

e Another approach that is adopted to infer the issues
is by analyzing the fixlogs used for ticket resolution.
A fixlog of an issue is a document that contains the
details of the resolution steps to act on the issue. A
resolver after acting on an issue makes an entry in
the ticketing tool of the fixlog used to resolve a ticket.
However, there are several practical challenges faced
in this approach. Often the fixlogs are not available
for all issues. Many times, the fixlogs are too generic
and are used for many issues. In addition to this, the
resolvers often do not make an entry of the fixlog in
the ticketing system.

e The most common approach used to infer issues is
the manual intuition-driven approach. The service
providers infer the issue information either from the
monthly reports manually produced by the teams or
by talking to the domain experts. This approach car-
ries the risk of being incomplete, inaccurate, and of
variable quality.

In this paper, we propose an analytics-driven approach to
mine the textual descriptions of tickets to extract issues. We
propose the following approach of issue extraction.

e We propose to use information retrieval techniques
along with domain knowledge to extract the issues
from tickets.

e We propose two different algorithms to extract is-
sues from system-generated and user-generated tick-
ets. There is an inherent difference in the struc-
ture and heterogeneity in the descriptions of system-
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Figure 1: Functional diagram of the proposed ap-
proach.

generated and user-generated tickets. The system-
generated tickets have structured and consistent de-
scriptions. We propose a clustering-based technique
for system-generated tickets. On the other hand, the
user-generated tickets have verbose and ambiguous de-
scriptions. We propose a keyword-discovery-based ap-
proach for user-generated tickets.

e We capture the knowledge of IT and business domains
in the form of dictionaries of include and exclude list of
words and regular expressions. The knowledge consists
of words and patterns pertaining to (a) the technology
domain such as Oracle, Windows, and Linux, (b) busi-
ness domain such as banking, retail, and finance, (c)
monitoring tools such as ControlM, Autosys, and BMC
Patrol, and (d) organization-specific naming conven-
tions

e Finally, we present validation of the effectiveness of
our techniques through two real word case-studies.

In Section 2, we present design rationale of the proposed
issue extraction techniques. In Section 3, we present the pro-
posed approach for extracting issues for system-generated
and user-generated tickets. In Section 4, we demonstrate
the effectiveness of the proposed approach using two real-
world case-studies. We present related work in Section 5
and conclude in Section 6.

2. DESIGN RATIONALE

In this section, we present the proposed approach for ex-
tracting issues from ticket descriptions. Various factors need
to be addressed while extracting issues from ticket descrip-
tions.

Consider the following description:

job=orahAAAA04 mem-
node=aaaalj msg=sev3 job

ControlM Alert
name=orahotback.sh
failed AAAAO

The issue referred by this description is as follows:

ControlM Alert job failed

The description contains other details such as name of the
application job=orahAAAA04, name of the script mem-
name=orahotback.sh, and severity level msg=sev3. To ac-
curately extract the issues, it is critical to separate the fac-
tual knowledge of the issue from the specific details of its
individual manifestations.

Different tickets describe the same issue in different ways.
For instance, the above example can be reported as

ControlM Sev 3 Alert on
job=orahAAAAO04, script orahotback.sh

Job Failure:

Issues



In case of user-generated tickets, this problem becomes more
challenging because of lack of structure, too many variations,
and spelling and grammar errors. For instance, consider the
following issue.

application not responding

This issue is addressed by users in a variety of ways, such
as,

application hung,

application dead,

No response from application since last 5 mins,

application not responding for the fifth time since
morning.

While extracting issues, it is important to address such vari-
ations and generate a uniform issue for its various manifes-
tations.

As discussed in Section 1, there is an inherent difference in
the structure and heterogeneity in the descriptions of user-
generated and system-generated tickets. Hence, we propose
two different approaches to extract issues. Figure 1 presents
the functional diagram of the proposed approach. The input
is a set of ticket descriptions and the output is the issue
extracted for each description.

Below we present the details of different functional ele-
ments of the proposed approach:

e Data preparation: The first step is to clean the descrip-
tions, remove unwanted details, and tokenize. This
step needs to be customized by knowledge of specific
domains to ensure that all domain-specific words, pat-
terns, and phrases are retained during data prepara-
tion.

e Mapping to service catalog: The commonly occurring
issues in a domain are often captured in the form of
a service catalog. For instance, service catalog of a
technology domain of Oracle contains the list of com-
monly occurring issues in Oracle such as tablespace
full, query running slow, index not built, etc. We use
service catalog to mine these commonly occurring is-
sues from the ticket descriptions. For the remaining
ticket descriptions, we adopt the following approach.

e System-generated tickets: System-generated descrip-
tions have a fixed structure and limited variations.
Hence, we use clustering to group similar issues. We
form label that best represents the descriptions in a
cluster.

e User-generated tickets: On the other hand, user-
generated descriptions demonstrate too many varia-
tions. Here, clustering is not effective. Hence, we
first apply various techniques to address these vari-
ations such as use of stemming, synonym detection,
and spelling corrections. We then extract keywords
and group similar issues based on the commonality of
keywords. We represent each group using an n-gram
of keywords.

e Knowledge cartridge: Note that, the proposed ap-
proach is independent of any specific technology do-
main, and is designed to be configurable to extract
issues for ticket descriptions of any domain. The effec-
tiveness of the proposed approach can be significantly
increased by domain-specific customizations of data
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preparation and service catalog mapping. We propose
to make cartridges for technology domains (Unix, Ora-
cle, Windows, etc.), business domains (banking, retail,
finance, etc.), and tool domains (BMC Patrol, Con-
trol M, Tivolli TWS, Autosys, etc.) For each domain
we maintain a dictionary of domain-specific words and
patterns to include or exclude while extracting issues.
We also maintain a service catalog of known issues
within the domain.

In the rest of paper, we present details of these functional
elements.

3. PROPOSED APPROACH

In this section, we present the approach of issue extraction
from descriptions in system-generated and user-generated
tickets.

3.1 Data preparation

As discussed earlier, issue is the problem reported in the
ticket description. Ticket description contains lot of addi-
tional information such as timestamp, location, threshold,
system-of-origin, severity, etc. This additional information
changes as the same issue occurs at different timestamp,
location, system-of-origin, etc. Though this information is
important, it misleads issue extraction and hence must be
separated. For example, consider a description such as

Uniz server dt2nlgl down.

Here, the actual issue is

Uniz server down.

The name of system-of-origin dt2n1g1 is additional informa-
tion. Similarly, consider a description such as

filesystem 01hw4884 80% full.

Here, the actual issue is

filesystem full.

Here, the name of the system-of-origin and the current value
of occupancy of space in the filesystem is additional infor-
mation.

The challenge is to find the right set of words that should
be removed or retained. Removing and retaining of words
could have significant impact on subsequent issue extrac-
tion steps. We approach this problem by making following
observations.

o [ssue is made up of dictionary words: Consider follow-
ing examples of description.
1. A-IM002930432.PI reset the Uniz password for login id
bchho02 @ 156.5.238.69,

2. 27488732 CREATED wunable to backup data after up-
grade to windows 7,

3. A-IM002971223—Need to revoke admin access,

4. Domain Drive M:\ setting\ application data\SAP ac-
cess denied.

It can be observed that issues are often described in
plain English dictionary words, while all other details
are non-English words. For example, in description 1
above, issue is described by

reset the Unixz password for login id.



All the other words such as A-IM002930432, Pl, and
bchho02 @ 156.5.238.69 are all non-English words.

e Some domain-specific words related to the issue are
non-FEnglish: Consider a description such as

Portal Alert on appaz040 at 2012-07-11
11:44:40.000 SwapPercentUsed is CRITICAL.

Ideally, the issue described in above description is

Portal alert for SwapPercentUsed is critical.

But, the approach of retaining only English words
identifies

Portal alert for is critical

as the issue. Here, SwapPercentUsed is a non-
dictionary word without which the issue is meaning-
less.

e Some domain-specific words are not related to the issue
but are English: Some English words need to be ex-
cluded since they are domain-specific names of system-
of-origin. Consider a description such as

Portal alert on d-6z9ttk1: /export/home FileSys-
tem is full.

The approach of retaining only English words identifies

Portal alert on export home filesystem is full

as issue. In Unix, name of the filesystem often contains
folder names such as home, root, export, etc. Hence,
we exclude such words while extracting an issue.

Based on above observations, we provide following solution.

o We use English dictionary and mark each word as En-
glish or non-English. We separate non-English words
and retain only the English dictionary words related
to the issue.

e We prepare an Include list that contains domain-
specific non-dictionary words and captures knowledge
about a particular domain. The words in the Include
list are retained in the description since they describe
the issue. This list is populated by subject matter
experts (SME) of respective domains. Some example
words in Include list for Unix domain are FSCapac-
ity_Alarm, SwapPercentUsed, etc.

e We prepare an Fzxclude list that contains domain-
specific English words. Some examples of words in
Ezxclude list are export, home, etc. for the domain of
Unix. We make use of this Ezclude list to remove such
words.

e We also provide a lever to detect patterns in the form
of regular expressions. For example, in case of Oracle,
Include list contains patterns such as ora* that denotes
Oracle errors and memname = *.sh that denotes the
shell script.

The pseudo code for the data preparation step is as fol-
lows.

1. Input and Output

79

e Input: D, = List of description, D = List of dic-
tionary words, I = List of include words, E = List
of exclude words, S = List of special characters

e Output: D. = List of cleaned description

2. Prepare a list of words, W, by tokenizing all descrip-
tions in D, by space.

3. For each word in list of words, W,

o Check if word is a subset of domain include list, I

e If no, tokenize word by special characters, S and add it
to W

4. Prepare a list of non-dictionary words, ND = W -
(D+1)

5. Add list of exclude words to non-dictionary words list,
ND=ND+E

6. Remove non-dictionary words in N D from descriptions
D, to make a list of cleaned descriptions, D. = D, —
ND

3.2 Service catalog mapping

Service catalog of a domain is a predefined set of issues in
a domain for which resolution steps are known. It contains
factual knowledge of the issues in a domain. The service cat-
alogs are based on various technologies in IT infrastructure
such as Unix, Linux, Oracle, Windows, etc. While extract-
ing issues, we make use of this prior knowledge of known
issues, by mapping cleaned descriptions, obtained by data
preparation step, to the service catalog items. The service
catalog makes the search guided and allows customization
for each domain. Hence, many issues can be easily extracted
that are otherwise difficult to extract. For example, consider
a description as

D-8Y6TTK]1 - cluster failover issue.

Here this issue can be easily mapped to service catalog item

Cluster FailOver/FallBack

in Linux service catalog.

Service catalog is structured, well defined, and contains
known and finite set of issues. On the other hand, ticket
descriptions are unstructured, unknown and can occur in
various ways. The challenge is to map ticket descriptions
with service catalog items.

Each service catalog item is defined as a two-tuple <action
object>. For example, action = create, and object = table.
However, ticket descriptions may refer to action in different
ways. For example, create table can be referred as make ta-
ble, construct table, etc. Hence, to best map service catalog
item to descriptions, we construct multiple synonyms of ac-
tion. Thus, for a service catalog item, if both object and
action are present in the description, then we map the de-
scription to the corresponding service catalog item. The ac-
tion and object keywords are either domain sensitive words
or English words. For domain sensitive words, domain ex-
perts are required whereas for English words, an English
thesaurus can be used for synonym creation. For exam-
ple, in service diskdetectionissue, domain sensitive words can
be disk, drive, tape and English words are detect, recognize,
identify, etc. While mapping descriptions to service catalog
items, following cases may occur.



1. One service catalog item maps to multiple descriptions:
The descriptions contain many variations of the action
and the object. These descriptions are mapped to a
single service catalog item. For example, consider de-
scriptions as follows:

o Unlock account,
e Unlock password of my account,

o Requesting unlocking of account.

All these cleaned descriptions contain <action object>
pair <unlock account>. As a result, they all map to
service catalog item UnlockAccount.

2. One description maps to many service catalog items:
This can happen in following cases.

e Issue is composite: Consider a description as

After installing Windows 7, system is very
very slow. For wunlocking machine, system
takes more than 20 min. Please resolve this
ASAP.

We observe that the actual issue might be

(a) windows installation problem, or

(b) account related unlocking problem.

Here, the description contains multiple <action
object> pairs such as <install windows>, or
<wunlock system> which maps to multiples items
in service catalog.

e Service catalog is too detailed: Consider a de-
scription as
backup failure.
This gets mapped to multiple service catalog
items as
(a) Full backup failure,

(b) Incremental backup failure ,
(¢) Differential backup failure ,
(d) Cumulative backup failure ,
(e) Archive log backup failure .

Following is the pseudo code for mapping descriptions to
service catalog item.

1. Input and Output
e Input: D. = List of cleaned description SC =
Service catalog
e Output: Mapping < d;, SC; >
2. For each cleaned description d; in D,
e For each item SC; in service catalog SC' with

object O; and action A;

— If object, O; and action A; keywords are
present, assign the corresponding service cat-
alog item to cleaned description d;

3.3 Issue extraction in system-generated tick-

ets
In this section, we present the approach of extracting is-
sues from remaining descriptions that do not map to service
catalog.

3.3.1 Clustering

The information unrelated to issue is separated from the
descriptions in the data preparation step. The cleaned de-
scriptions still contain variations based on the configuration
of the monitoring tools for different applications in the sys-
tem. We address these variations by clustering the descrip-
tions based on similarity. Clustering helps grouping similar
descriptions together and assign dissimilar descriptions to
separate groups.

Consider two descriptions as

e BMC portal alert on d-hw6ttk1-lvmh: /var for filesystem full,
and

e BMC portal critical alert on d-hw6ttkl-lvmh/var for filesys-
tem full .

After cleaning, the descriptions are
o BMC portal alert on filesystem full, and

e BMC portal critical alert on filesystem full.

These two descriptions are same except the word critical
present in the second description. We group such similar de-
scriptions into one cluster by computing similarity between
two descriptions.

Some of the approaches to compute similarity [8] between
two descriptions are Jaccard coefficient, Dice coefficient, etc.
Dice coefficient gives twice the weight to common elements.
Since we emphasize on commonality, we use Dice coefficient
to compute similarity between two descriptions. Let A and
B be sets of words in two descriptions. Dice similarity, D,
between A and B is defined as follows:

2x|ANB
p=2*1An5 (1)
| A+ |BI
For example, if
e A = BMC portal alert on filesystem full, and

e B = BMC portal critical alert on filesystem full,

then |A| =6, [B| =7, |[ANB| =6 and D = 2% = 0.923.
We compute Dice similarity between every pair of clean
description. We construct a similarity graph of clean de-
scriptions in which nodes are clean descriptions. There is
an edge between two clean descriptions if they are similar.
We consider two clean descriptions similar if the similarity
coefficient between them is greater than a predefined thresh-
old threshold_similarity. We cluster clean descriptions by
applying graph clustering on the similarity graph of clean
descriptions. Various graph clustering techniques can be
used for clustering such as cliques [4], connected compo-
nents [5], graph partitioning [9], graph cuts [7], etc.. We
have used cliques to identify clusters of clean descriptions.
The similarity threshold can be set automatically using cer-
tain heuristics such as median or mean + ( k * standard
deviation) of the distribution of similarity threshold values.

3.3.2 Cluster label

A single cluster contains many variations of descriptions.
The next step is to provide a label to each cluster that best
represents all the members within a cluster. The set of com-
mon words from all descriptions within a cluster are proba-
ble candidate for a cluster label. If we arrange these common
words in any order, then the cluster label cannot be easily
understood and is not meaningful. For example, a label,



host connect unable to

does not make sense. While we have narrowed down to the
words to be used for the label, it is also important to place
them correctly to form meaningful phrase. For example, the
correct order of words for the previous example is

unable to connect host.

One of the criteria to compute the position of a word is based
on its position in individual description. For instance, the
word that occurs most frequently on 1st position is placed
in the 1st position in the label.

Following is the pseudo code of clustering and labeling
algorithm we have implemented.

1. Input and Output

e Input: D, List of cleaned description,
threshold_simzilarity = similarity threshold

e Output: Mapping < d;, Issue label >

2. Compute dice similarity for each pair of cleaned de-
scription < d;, d; > in D,

e IssueAdjacencyMatrix[i,j] = Dice similarity coef-
ficient

3. Build adjacency matrix for the issue-similarity graph

o If (IssueAdjacencyMatrix|i,]] >

threshold_similarity), IssueAdjacencyMatrix|[i,]]
=1

e else IssueAdjacencyMatrix[i,j] = 0

4. Identify a maximum clique Cf in IssueAdjacencyMa-
trix

5. Remove issues identified in clique Cy from IssueAdja-
cencyMatrix

6. Repeat step 4 till all issues are covered
7. For each clique Cy, identify a label

e Identify set of common words C,, from the set of
cleaned description belonging to the clique
— For each word w in C,
x Compute its position in set of cleaned de-
scription belonging to clique, p = Mode
of the position of the word w
x Label of the clique = Arrangment of the
words in C,, according to p

3.4 Issue extraction in user-generated tickets
In this section, we present the approach of extraction of
issue from user-generated tickets.

3.4.1 Preprocessing

User description is free-form text primarily written by
users who face issues. Such descriptions contain lot of ambi-
guity, grammatical errors, spelling mistakes, different form
of same words, etc. This results in variations in describing
the same issue. For example, consider descriptions

e job running late,

e job execution delayed, and
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e abnormal delay observed on job exec.

All these descriptions, mean the same issue, that is,

job running late,

but are written differently.
To overcome this problem, we use following different
levers.

1. Stemming: Users write same words in different forms
such as lock, locked, freeze, freezing, connecting, con-
nect, etc. according to their position in description.
We make use of Porter stemmer algorithm [16] and re-
place these words with their root such as lock, freez,
connect, etc.

2. Spelling correction: Users often make spelling mistakes
while describing issues. We identify such words and
perform spelling correction [15]. For example, users
often write password as, passwd, pasword, etc. By using
spelling correction, we correct these words.

3. Synonyms: Consider examples such as (1) remove, and
delete, (2) modify, and change, (3)big and large, etc.
These words are often used in place of each other by
the users while describing a problem. We make use of
WordNet [10], which is a lexical database for English
language, to automatically detect synonym words and
make them consistent.

We apply these levers, to ensure that all variations in the de-
scriptions are made consistent. By applying levers of Stem-
ming, Spelling correction and Synonyms on above descrip-
tions, we obtain

e job exec delay,
e job exec delay, and

o abnormal delay observed on job exec.

3.4.2 Keyword extraction

The next step is to extract issues from the processed set
of descriptions. We first extract keywords from descrip-
tions which occur frequently, such as job, memory, filesys-
tem, swap, etc. While extracting the keywords we consider
only nouns, adjectives, verbs, and adverbs. This makes the
word search space limited. We consider top frequently oc-
curring keywords to further form clusters. Another option
could be to use TF-IDF for selecting top keywords. Larger
the number of keywords considered, larger is the number of
clean descriptions for which we can extract issue and hence
a larger coverage.

3.4.3 N-gram construction

We next construct n-gram out of these extracted key-
words. For this, we tag each of these keywords to the de-
scriptions where they occur. For each keyword, we identify
descriptions to which they are tagged and extend this key-
word to form n-grams by identifying other words which ap-
pear in the descriptions. Hence, we make n-grams of these
keywords such as

e job failure,
e high memory utilization,

e filesystem backup,



e create swap space, etc.

which describe the issue in a better way. Each of these n-
grams represent issues and we map each of these n-grams

to descriptions.
each n-gram represents a cluster.

The set of descriptions corresponding to
Further, the n-gram is

considered as the label of the cluster as well. maz_n is the
maximum length of n-gram considered for issue extraction
and label. A longer n-gram enables a better explanation of
the issue and larger correctness.

Following pseudo code describes our approach to extract

issues from user-generated tickets.

4

1. Input and Output

e Input: D. = List of cleaned description

e Output: Mapping < d;, Issue label >

. Compute all one words and their frequency of occur-

rence in cleaned descriptions.

. Select top k£ one words as keywords.

. For each word, construct n-gram until the issue is ex-

plained by n-gram

. These set of n-grams represent issues. Assign all n-

grams to cleaned descriptions.

CASE STUDIES

We have applied the approaches proposed in this pa-

per on various real-world case-studies. In this section, we
present two real-world case studies, one demonstrating the
approach used for system-generated tickets and other for
user-generated tickets.

4.1 Evaluation of the approach for system-

generated tickets

In the first case-study, we applied the proposed approach

on the Unix domain of a major retailer in the US. We an-
alyzed ticket history of 6 months where 3854 tickets were
produced. Out of total 3854 tickets, we were able to extract
issues for 90.32% of the tickets. We validated the correctness
of extracted issues by manual verification by domain expert.
For each ticket, the domain expert compared ticket descrip-
tion with extracted issues and tagged the ticket as correct or
incorrect extraction. We correctly extracted issues for 84.37
% of tickets. An example of correct issue extraction is as
follows : Consider a description as

Patrol alert on udbaz2021: STAGE N3 Filesystem udb-
dataetlsi01 data995_0 is not mounted on UDBAX202

and correctly extracted issue is Patrol alert on stage filesys-
tem is not mounted An example of incorrect issue extraction
is as follows : Consider a description as

Portal Alert on bllaplr104e at 2012-11-28 23:30:58.000
the Swap Space Percent Available is CRITICAL

and extracted issue is Portal Alert for number of processes.
We were not able to extract issues for the 9.68 % of the tick-
ets primarily due to insufficient ticket descriptions. These
ticket descriptions did not contain any details of the ticket
and only referred to the affected system-of-origin or the time
of occurrence.
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. Bvaluation of service catalog mapping:

. Evaluation of

1. Ewaluation of data preparation: We next present eval-

uation of data preparation step. As we described ear-
lier in Section III A , we make use of domain-specific
Include list and Ezclude list of words.

e Include list: We constructed a dictionary of fre-
quently occurring non-English words in Unix do-
main such as bmec, portal, ip, filesystem, etc. We
also made regular expressions such as fscapac-
ity_*, veluster_*, etc. We observed that 2970 tick-
ets (77.06%) contained domain words and regular
expressions which otherwise would not have been
captured.

e Fxclude list: The exclude list contained English
dictionary words that have specific meaning in
Unix environment and should not be considered
for issue extraction. For example, home, export,
root, etc are folder names in filesystem. Hence
these words need to be removed. 45.92% of tickets
contained such exclude words.

We translated each description to cleaned description.
We generated cleaned descriptions for 90.22% of tick-
ets. Remaining 9.68% of tickets correspond to 372 tick-
ets. These remaining descriptions contained only non-
English words and hence, no issues were generated for
these tickets. For example, consider description

texcemdbin051d - texcmedbin052d

After cleaning, many otherwise different looking de-
scriptions became consistent. After cleaning 3854 de-
scriptions, we generated 47 unique cleaned descrip-
tions.

We next
demonstrate the impact of using service catalog map-
ping. The service catalog of Unix domain contained
110 items of frequently occurring issues in Unix envi-
ronment. By using proposed algorithm on cleaned de-
scriptions, we observed a match in 21.01% of tickets.
One of the most dominant match was for the service
” Address Space-Crunch”. Note that this service cat-
alog item matched to 5 different cleaned descriptions
such as

BMC portal alert on dell filesystem is at x percent

full,

BMC portal alert on filesystem is critical at x per-
cent full.

By using service catalog mapping algorithm, we were
able to map 5 out of 47 cleaned descriptions to ser-
vice catalog items. After service catalog mapping, 42
cleaned descriptions remained corresponding to 3013
tickets.

clustering algorithm  for system-
generated tickets: Many cleaned descriptions were
similar and had only slight variations. We applied the
proposed clustering approach to group these cleaned
descriptions. We were able to group 42 cleaned
descriptions into 19 groups. Figure 2 (c) shows the
size of these 19 groups where size of a group refers to
the number of cleaned descriptions in the group. Note
that, the number of groups depends on the threshold
threshold_similarity. We later present experiments for
varying threshold values used for clustering.
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Figure 2: System-generated tickets: group id vs size of each group

=3 i similarity and hence groups many irrelevant descrip-
= §j tions together. Hence, the algorithm constructed only
84 10 P 3 clusters having average size of 13.66 cleaned descrip-
2 . g 2 tions with 0.2 threshold. On the other hand, a larger
Tz I|I 21 llJ 1 threshold of 0.8 places a very strict constraint on sim-
S0l ‘ ‘ ‘ ‘ 0 e —I ilarity and does not even group different variations of
~ 1234567 8910111213141516171819 6 7 8 9 10 11 12 13 14 15 16 . .
aroup id i i same issue. Hence, the algorithm constructed 25 clus-
= ) ters having average size of 1.68 cleaned descriptions

with 0.8 threshold. Similarity threshold of 0.6 balances
this trade-off making 19 groups with an average size of
2.16 cleaned descriptions. Figures 2 (b) (d) (f) show
the group size plotted against the number of groups.
We observe that as threshold increases, smaller groups
are formed.

Figure 3: System generated tickets: (a) group id vs.
label size. (b) label size vs. number of groups

4. Ewvaluation of labels of clusters: The next step is to
assign label to these 19 clusters. As explained in Sec- 6
tion 3, the set of common words from all descriptions
within a cluster are probable candidate for a cluster
label. We were able to assign long labels to most
groups. Figure 3 (a) shows the label size for each of
the 19 clusters. Average label size for each cluster was

. Fvaluation of similarity threshold against accuracy:
For measuring the impact of similarity threshold
against accuracy, we selected similarity thresholds as
0.2, 0.6 and 0.8 for clustering and computed accuracy
as 41.12%, 76.18% and 84.37% respectively. Accuracy
increases with increase in similarity threshold because

10.05 words with maximum being 15 and minimum
being 5 words. There is a structure and commonality
in system-generated tickets. Hence we could gener-
ate long labels. Figure 3 (b) shows label size plotted
against number of groups. We observe that there are
5 groups having label size of 12 words.

. Evaluation of change in threshold threshold_similarity:

Note that, the threshold used to compute similarity
between cleaned descriptions impacts how many num-

high threshold enforces more similarity and hence less
accidental matching.

. Comparison with state of the art: The most common

approach to classify a ticket is based on CTI as dis-
cussed in [12] and [13] and explained in Section 1.
We compare the accuracy of proposed approach with
that of CTI. It can be seen that the accuracy of CTI
is 55.34 % while that of proposed approach is 84.37 %.

4.2 Evaluation of the approach for user-
generated tickets
In this case-study, we applied the proposed approach for

user-generated tickets on Windows domain of a major re-
tailer in the US. We analyzed ticket history of 8 months

ber of clusters are constructed. We experimented with
threshold values 0.2, 0.6 and 0.8. Figures 2 (a) (c) (e)
show the group ids and their size (number of cleaned
descriptions) for thresholds 0.2, 0.6 and 0.8 respec-
tively. Smaller threshold places loose constraint on
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Figure 4: User generated tickets: (a) keywords Vs.
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where 6909 tickets were produced. Out of total 6909 tick-
ets, we were able to extract issues for 89.34% of tickets. We
verified the correction of extracted issues from domain ex-
perts. 81.63% of these issues were correctly extracted.

1. Ewaluation of data preparation: We added 51 domain-
specific words to the Include list such as citriz, putty,
sharepoint, and ip. We observed that 4496 tickets
(65.07%) contained domain words present in the In-
clude list. We excluded some words such as user, warn-
ing, etc. We observed that 1629 tickets (23.58%) con-
tained the words present in the FEzxclude list. We re-
ceived total 6909 ticket descriptions. After data prepa-
ration step, these ticket descriptions got converted into
3460 cleaned descriptions.

2. Evaluation of service catalog mapping: We next
demonstrate the impact of using service catalog map-
ping. The service catalog of Windows domain con-
sisted of 44 items of frequently occurring issues. We
used proposed algorithm on the cleaned descriptions
and observed a match of 2136 tickets (30.92%). 20 ser-
vice catalog items mapped to 363 cleaned descriptions.
We observed that there were two items which were
dominant and covered 310 cleaned descriptions. Ser-
vice catalog item of Monitoring Disk Utilization cov-
ered 198 different cleaned descriptions and other item
of Limited Permissions FileShare covered 112 different
cleaned descriptions. By using service catalog map-
ping algorithm, we were able to map 363 out of 3460
cleaned descriptions to 20 service catalog items. Af-
ter service catalog mapping, 3097 cleaned descriptions
remained corresponding to 4043 tickets.

3. Ewvaluation of clustering algorithm for user-gemerated
tickets: Unlike system-generated tickets, we observe
many variations in user-generated tickets. We selected
15 words as keywords from 883 words based on fre-
quency and developed n-grams from them. Depending
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upon how the issue is written and what type of words
are used to write the descriptions, the issues can be
explained by a k-tuple. For this dataset, we consid-
ered maximum 4-tuples. We applied the proposed n-
gram clustering approach to group the remaining 3097
cleaned descriptions and were able to form 505 groups.
Figure 4 (a) shows 15 1-tuples with their correspond-
ing number of tickets. 1089 (35.16%) of cleaned de-
scriptions contained keyword server. We obtained 505
groups of n-grams from these 15 keywords. Figure 4
(c) shows all 505 n-grams plotted against their sizes
where size of a n-gram denotes number of cleaned de-
scriptions that are contained in this n-gram. The top
20 most frequent n-grams cover 856 out of 3097 tick-
ets (27.64%). These 505 groups contain a mixture of
1-tuple, 2-tuple, 3-tuple and 4-tuple depending on how
these tuples explain the issue. Figure 4 (b) shows n-
grams plotted against number of groups. We observe
that majority of the groups, that is 444 are explained
by 2-tuple. Figure 4 (d) shows group size plotted
against number of groups. We observed that many
small groups were formed. We discovered 433 groups
that have less than 10 cleaned descriptions.

. Effect of number of keywords on coverage of tickets:

The number of keywords used to form n-grams has a
direct impact on the number of tickets for which issues
are extracted by the n-grams. We now evaluate the ef-
fect of varying the number of keywords used for issue
extraction. We evaluated the algorithms for varying
number of keywords ranging from 5 to 100. Figure
5(a) shows the number of keywords plotted against
the number of tickets for which issues were extracted.
As expected, the number of tickets for which issues
are extracted increases with increasing number of key-
words. However, for the given data-set the increase is
only marginal after 30 keywords. Our experience on
various data-sets indicate that, in most cases, top 50
keywords are sufficient to extract issues of more than
95% of the tickets.

. Fvaluation of size of n-gram on correctness of issues:

The size of n-gram impacts the level of details cap-
tured about an issue. A single-tuple often fails to give
sufficient details of the issue, such as server, or appli-
cation. Instead, a 2-tuple or a 3-tuple better captures
an issue, such as, server failure, or application slow.
We refer to the maximum value of n that is used for
creating n-grams as maz-_n. For the given set of tick-
ets, we fixed the number of keywords and extracted
issues with changing value of maz_n. We then com-
puted the correctness of the extracted issues for each
experiment. Figure 5(b) shows the effect of different
values of maz_n on the correctness of the extracted is-
sues. The correctness of issues increases with increas-
ing value of maz_n. However, for the given dataset
we were able to extract correct issues for most of the
tickets with 2-tuples. Only few tickets required the
3-tuples or 4-tuples to completely explain the issue.
Hence, increasing the value maz_n to 3 and 4 provided
only marginal increase in correctness.

. Comparison with state of the art: The most common

approach to classify a ticket is based on CTI as dis-
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cussed in [12] and [13] and explained in Section 1. We
compare the accuracy of proposed approach with that
of CTI. It can be seen that the accuracy of CTI is 28.56
% while that of proposed approach is 81.63 %.

5. RELATED WORK

Many researchers in the past have worked on perform-
ing various types of analysis on alerts and tickets based on
various objectives. Some of these objectives are

1) Automated problem inference: Authors in [17] have pro-
posed a system that aims to do automated problem inference
for network trouble tickets.

2) Resolver analysis: Authors in [14] provide statistics-
based discovery algorithms to identify experts, specialists
and highly experienced people for specific service tasks.

3) Problem occurrence pattern: Authors in [12] develop a
subgroup discovery technique and demonstrate its use to
identify expensive problems in an IT Infrastructure Support
(ITIS) organization. Authors in [13] propose statistics-based
discovery algorithms to answer specific business questions
related to ITIS operations such as identifying heavy hitter
problems, identifying problems facing unusually high SLA
violations and identifying problems suitable for automation,
etc.

All above work requires knowledge of issues. Our work
falls in the category of extracting issues from text. Ticket-
ing tools such as ServiceNow [1], Remedy [2], etc. provide
drop-down menus for classification of issues in classes such
as Category, Type, Item and Summary (CTIS). However,
the classification is often coarse grained, as the quality of
classification is dependent upon the customization by the
organizations. Further, the resolvers and users make mis-
takes in categorizing the issue. As a result, the analysis
based on this classification is often misleading.

6. CONCLUSION

In this paper, we address the problem to mine textual
descriptions in tickets to extract issues. We propose use of
informational retrieval techniques along with domain knowl-
edge to extract issue. We capture the knowledge of IT and
business domains in the form of include and exclude lists
of words and regular expressions. We propose two different
algorithms to extract issues for system and user-generated
tickets. In system-generated tickets, the algorithm is based
on clustering descriptions based on similarity, while for user-
generated tickets, we propose keyword based approach to
cluster similar descriptions.

We have applied the proposed ideas on several real-world
case-studies. The proposed algorithms were able to derive
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issues that were otherwise difficult to extract. We demon-
strate the proof-of-concept of proposed approach using two
real-world case-studies. One for system-generated tickets
and other for user-generated tickets. In system-generated
tickets, by using the proposed approach we were able to
correctly extract the issues for 76.16% of tickets. Whereas,
in user-generated tickets, we were able to correctly extract
the issues for 81.63% of tickets.
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ABSTRACT

pg-MathTrails is an application developed to assess math skills
of school students. It includes i) topic hierarchy to categorize the
questions, ii) question template repository using which teachers
can add different types of questions, iii) question play module to
play questions, iv) student evaluation module to evaluate student
performance, and v) recommender that recommends videos
residing in a video repository. A key feature is that each
interactive student session is treated as a walking trail in the
property graph formed by topic and question nodes, and student
evaluation involves operations on the property graph. The
application is being used in the after-school program of Sri
Sarada Academy of Excellence, Bangalore.

1. INTRODUCTION

pg-MathTrails is a student assessment application built for
school children. It is inspired by the fitness trails equipped with
exercise stations (see Figure 1 [1]) typically found in parks and
college campuses. Using the pg-MathTrails application, a
student undertakes a math trail aimed to evaluate or strengthen
his math fitness with respect to a particular fopic and as he
proceeds he is presented with exercises varying in levels of
difficulty. The entire trail along with his attempts at the exercises
is recorded in a property graph [2], which can be subsequently
used by him or his teacher to analyze his performance (hence the
name pg-MathTrails). The application records the trail, the order
in which exercises are attempted, and for each exercise it
includes whether correct answer was obtained, number of wrong
attempts, and the time taken. Like a fitness trail, our application
allows user to quit in middle.

Of course, our application also has some variations when
compared to fitness trails. Two students can simultaneously be
on the same trail attempting the same exercise at any given point
of time. In addition, unlike a fitness trail where exercise stations
are fixed, we have a choice of rearranging the exercises within a
single level of difficulty so that there is a variation in the order in
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which questions are presented to different students.

Furthermore, the application monitors the student performance
continuously and elevates him to challenging exercises if he is
performing well.

¢ :s=:“=?/%/\

Figure 1. A fitness trail with 20-station exercises at
Woods Hole, MA, USA; top-right showing station 8.

On the contrary, if he is having difficulty with a particular
exercise, our application encourages the student by giving a
suitable hint. It also has an option to preempt the student from
continuing if we find that his performance is below par. He is
then presented with videos on the topic that he can watch to
further learn that topic after which he can re-attempt that trail.
Also, his complete performance at various exercises is available
for him to review, made available by the courtesy of the
underlying property graph.

WHOI Fitness Trail

We chose property graph as the basis for this application,
because of its versatility. Specifically, property graphs allow
associating one or more properties as key-value pairs with both
nodes and edges. Furthermore, it has the flexibility in that two
nodes can have different set of properties. For example, in our
case topic nodes and exercise nodes differ in their properties. In
addition, the nodes of single type, for example exercise nodes,
can differ in their properties. An exercise node, which is skipped,
would not have wrongAnswers, and timeTaken properties
specified.

+
This work was done as part of a summer internship at Sarada
Research Labs, Bangalore.



We also benefit from the ability to associate key-values pairs
with edges. For math trails, we associate for edges connecting
nodes, a key/value pair for key autoSkip that indicates if an
optional question was skipped as student was performing well
(See Section 2.3 for more details).

Challenging aspects in development of the application are:

e  Support variation in the trails, including supporting auto
skipping of questions for student performing well, and
forcefully exiting students who are performing poorly.

e  Support multiple students to simultaneously walk the same
topic’s trail, with each student’s information independently
maintained.

e  Support comparing two trails of a particular topic belonging
to the same student or different students.

e  Support student to suspend and resume a trail.

e  Support adding questions of various types under a topic
hierarchy.

e  Support evolution of a trail pertaining to a particular topic,
for example, addition, update, and/or removal of exercises.

e  Support linking exercises to instructional videos.

e  Even though developed for Math, the application should be
usable for any other subject.

o The application should be driven by a light-weight custom
property graph implementation that does not require
interfacing with graph databases (such as Neo4j[3], Dex [4])
and yet allows interactive response time.

The complete application is developed as a database-centric web
application using Oracle Application Express 4.0.2 (APEX) [5],
which is a rapid application development tool, and uses Oracle
Database 11gR2 Express Edition [6] as the backend database.

The application is being used in the after school program of Sri
Sarada Academy of Excellence, Bangalore for children from
grade 1 to grade 10. Also, to illustrate its working we present
math trail data based upon the use of this application by children
in the after school program.

The key contributions of this work are:

e The use of property graph to represent the question
repository and student’s math trails.

e A simple and customizable criterion for skipping questions
as well as for pre-empting the user if his performance is
below par.

e Providing detailed analysis of student’s performance on a
particular topic’s math trail, including comparison of two
trails on the same topic, and computing overall student’s
participation.

e A usability evaluation in an after school program.

The rest of the paper is organized as follows. Section 2 presents
the key concepts. Section 3 covers the design and
implementation. Section 4 gives a tour of the application. Section
5 reports the usability study. Section 6 covers the related work
and Section 7 concludes the paper and outlines the future work.
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2. KEY CONCEPTS

This section discusses the key concepts.

2.1 Terminology

A Property Graph is key/value-based, directed, multi-relational,
labelled graph [2]. Specifically, it consists of a set of vertices,
and a set of edges like directed labelled graph with the following
characteristics:

e  Each vertex has a unique identifier, a set of outgoing edges,
a set of incoming edges, and a collection of properties
defined by a map from key to value.

e  FEach edge has a unique identifier, a head and tail vertex, a
label that denotes the type of relationship between its two
vertices, and a collection of properties defined by a map
from key to value.

The multi-relational aspect refers to the ability to associate
multiple edges for same pair of vertices. This along with the
ability to associate a set of key/value properties with both
vertices and edges makes the property graph model suitable for
our assessment application.

2.2 Basic Model for Question Repository

The questions are categorized under a topic hierarchy. The
questions and the topic nodes together form the default graph.
Each set of questions under a topic is referred to as the fopic
default trail and it consists of multiple groups of questions
varying in their level of difficulty. Each group itself consists of a
mandatory set of questions followed by zero or more optional
questions that gets skipped automatically if the performance of
the student is satisfactory.

Figure 2 shows a  default topic trail for
Math  Arithmetic Addition topic, consisting of 9 questions
organized under three levels. The optional questions shown in
sand color appears towards the end of each level. The questions
are connected to the leaf topic via hasQuestion edge. The leaf
topic also connects to the first question by the nextQuestion edge.
In addition, a question is connected to next question through the
nextQuestion edge. The key/values pairs showed in bold
(corresponding to properties nm, [vl, opt, et) are the key/values
for the default topic trail.

2.3 Representing a Student Trail

The actual student assessment of a topic forms a student trail,
which also is stored in the property graph. The trail is formed by
questions visited by the student during the session. The questions
are connected to the topic and to the next question node by the
label nextQuestion. For each question node, the key/value
properties include the ones for default topic trail as well as
values for additional properties (wa, ca, tt, tid). The tid (refers to
trail id) is not shown in Figure 2 to save space. A unique tid is
generated for each student trail and associated with each of its
question nodes. The student trail shown in Figure 2 in red
indicates that the student only visited questions g/, q2, ¢4, g3,
q6, and q7. The trail illustrates the concept of auto skip that
allowed him to skip optional questions, ¢3, ¢8, and g9 as he was
performing very well.



Ivl=level
op=optional

wa=wrong answer
ca=correct answer

et=expected time
tt=time taken

et=60
\ AN/ =80 =70
A

~
nm=q8 nm=q9
Ivl=3 IvI=3
op=1 op=1
et=90 et=90
J
et=60 et=90 —————p  broaderOf
tt=25 tt=30 nextQuestion
Y > —_— hasQuestion

Figure 2. A Math topic trail with 9-station exercises; the actual trail undertaken by student shown in red.

The auto_skip criterion is defined as ability for student to skip
optional questions if he has so far answered all questions visited
correctly within the cumulative expected time.

Let a student topic trail be made of a set of nodes Q={Q;, 0>, ...}
and each pair of consecutive nodes (Q;, Qi+;) are connected by
nextQuestion edge. Each question Q; itself has a set of
properties (attributes), which can be referenced using ‘.
operator. For example, Q;.ca represents the value of ca attribute
for question node Q;. The auto_skip criterion can be defined by
the following formula:

Skip to next level
WHEN Vi Qi.ca=1for i=1to cgand

cq cq
Oitt <= Oi.et and Qcq+1.0p=1
2 ou<=2" :

where cq is the current question.

For example of trail Figure 2, the student was able to skip
question ¢3, because it was optional, and prior to that he had
answered all questions correctly and the time taken (5s+30s=35s)
was less than cumulative expected time (30s+30s=60s).

Note that for the edge with label nextQuestion, we associate the
key autoSkip (as) to indicate optional questions were skipped.
For example of trail in Figure 2, the edge g2-nextQuestion g4,
the property as=1 is associated. In addition, student gets credit
for auto skipped questions.

In addition to auto_skip feature, we also support forced exit
feature. This feature is used to terminate the student session if he
is performing poorly. Specifically, if the total time taken for
questions so far exceeds twice the cumulative expected time, we
terminate the student trail.
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This forced exit criterion can be defined by the following
formula:

Stop the lesson
WHEN

cq cq
Z O,.it >=2x Z Oi.et
i=1 i=1

where cq is the current question.

Also, we support self exit feature, where the student can himself
terminate the trail. Note that the auto skip and forced exit
criteria can be further refined if needed. The key point is that our
choice of storing the trail as an annotated graph, allows us to
enforce these behavior easily when student is taking the trail.

2.4 Student Performance on a Math Trail

To keep things simple, raw score for mandatory and optional
questions is reported separately. The raw score for mandatory
questions can be specified as

> (Qucax 0uivy

i=1

g and ViQ.op=0
> o
=1

where nq is number of questions in the trail. For the trail
shown in Figure 2,

Score = 100 x

(Ix 1+ x D+ x2+1x2)+(1x3))
(1+1+2+2+3)

Score = 100 x
=100%

Similar formula is used to report score for optional questions
based upon questions attempted or credited because of auto_skip
feature. Also, total points contributed by auto skipped questions
will be maintained separately. At present the wrong attempts are
not used in computing raw score. Our goal is to encourage



students to try and get answers right. The wrong attempts, and
time take for each question, are provided separately.

2.5 Comparing Math Trails

We support comparing performances on same trail. The
comparison becomes interesting because of occurrences of
auto_skip, forced exit, or self exit due to which the two
performances may differ in the questions visited.

Raw scores for each trail is compared using formula presented in
Section 2.4. For the actual trail comparison, we show wrong
attempts, and time taken for all the questions (the union of
questions visited by the two trails). Our approach allows for
comparing two trails even when the questions were visited in
different order. However, we assume the order of questions can
only be changed within questions of same level.

2.6 Computing Student Participation

Since student performance for each trail is stored as a separate
graph, the overall student participation is readily available. The
student or teacher can examine his performance by topic.
Specifically, the fopic tree annotated with trails undertaken by
student capture the student participation. For a topic trail, a
single trail performance can be examined, or two trails can be
compared to see his progress over time.

3. DESIGN

This section discusses the design and implementation of
applications.

3.1 Overview of Application

The application is made up of three sub-applications, which

operate on a single consolidated backend database (Figure 3):

e JVideo Repository: This application manages the
instructional videos, which are downloaded from Internet
(for example, Khan Academy [7]) organized under a topic
hierarchy. 1t also links to assessment module that can be
used as a follow-up after watching a video on a particular
topic.

o Assessment Module: This application handles all aspects of
assessment including maintaining a topic hierarchy, adding
different types of questions based on a question template
repository, playing questions, and recording and evaluating
student’s performance (math trails). In addition, it also
includes a recommender to recommend relevant videos.

o Supplementary School Program Info: This application
handles the supplementary school program information,
including student enrolment, and class composition in terms
of videos screened and the assessments undertaken by
students.
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Supp. School

Program Info
A 3
A A
Video »| Assessment Module
Repository |
A b A A A
| Videos || Ouestions || Students || Trails |

Figure 3. An overview of applications.

3.2 Database Schema

The key tables are shown in Figure 4. A student can have many
trails and each trail itself is represented as graph of nodes and
edges. A node in the trail refers to a topic or a question. Trail is
for a particular leaf topic. Each topic has many questions, and
videos. In present application, we currently have one-to-one
relation from M QDB TOPICS to T_ QDB TRAILS. However, in
future, we plan to extend this to one-to-many relationship that
will allow a single leaf topic to have one or more trails. Thus, the
student can select one of the trails available for the particular
topic.

| T_VDB_VIDEOS

| T QDB QUESTIONS M_QDB_TOPICS |

| T ODB NODES T PDB STUDENT INFO |

| T_QDB_EDGES T_QDB_TRAILS

Figure 4. Database Schema (Key tables).

We have used the approach of creating custom property graph
tables. That is, instead of generic nodes and edge tables, we use
custom tables (T_ODB NODES and T QDB EDGES), where the
node/edge properties are represented as additional columns in
node/edge tables. Specifically, T 0DB NODES includes columns
for representing nm, Ivl, opt, et, wa, ca, tt, and tid properties.
Similarly, T opB EDGES includes a column for representing
autoSkip  property. This approach leads to efficient
implementation.

3.3 Topic Hierarchy

Topics data is collected from Khan Academy [7] and are ordered
under main topics Arithmetic, Geometry, Algebra (Figure 5).
There are 32, 36, and 62 leaf subtopics respectively under these
main topics. These are arranged using APEX Tree object in the
order of their level. Users can take assessment in those topics
which are leaf nodes.



4 | Arithmetic
Lo Mumbers
4 | | Addition and subiraction
i k| Adding single digits
.| Subtracting single digit
| Adding 2 digit number
Subtracting 2 digit number
Adding with carry
Subtracting by borrowing
| Muttiplication and division
| Negative Numbers and Absolute value
Decimals
.| Fractions
| Time
;GE'DITIEII'}'
| Algebra

Figure 5. A portion of topic hierarchy
3.4 Topic Question Template and Question
Repository

Specifically there are four types of question templates:

1. Single Answer: Solution to the question is a number or a
fraction.

2. Multiple Choice single correct answer: A problem statement
and four options will be given to the user out of which only
one option is correct.

3. Multiple Choice multiple correct answers: A problem
statement and four options will be given to the user out of
which there may be two or more correct options

4.  True or False: A statement would be given and the user has
to identify whether it is true or false.

L If area of the rectangle
shown in figure is 225
w and L=25, what is W?

Figure 6. Supporting questions with figure.

3.5 Student Session and Trails

Each student signs-up prior to starting the trail, browses the topic
hierarchy and makes a selection, which determines the start of
the trail.

The trail itself is represented as a graph involving topic and
question nodes. The question nodes are organized in increasing
level of difficulty. Also, for each level, optional questions are
maintained towards the end, which may be automatically
skipped, if the student is performing well. Figure 2 represents
one sample trail.

3.6 Playing Questions and Recording Trails
The algorithm for playing questions and recording trail is
presented below. In the algorithm, step 1 initializes Cumulative
Correct Answer (cca), Cumulative Wrong Answer (cwa),
Cumulative Time Taken (c#f) and Cumulative Expected Time
(cet) to 0.
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Algorithm : Play Questions in Trail
Input: Leaf Topic -- Chosen Topic Trail
1. Initialize a New Trail and cumulative values
cca:=0; cwa:=0; ctt:=0; cet:=0;
2. Insert nodes of type ‘Top1Cs’ from Root to Leaf Topic;
3. Insert edges for the nodes in topic path;
-- Start assessment
4. Insert node of type ‘QUESTION’ Qi; cq:=I;
5. Update meta-data (nm, op, et) of question QOcq;
6. Insert edge from Leaf Topic node to question node;
-- Attempting question
7. WHILE cg>0 LOOP — more questions —
autoSkip:=False;
7.1 IF (correct_answer=True) THEN
Ocq.ca:=1, Ocq.wa:=0, Qcq.tt:=time taken;
cca:=cca+t1;ctt:=ctt+ Qqq.1t;cet: =cet+ Qcq.et;
IF (cwa=0 AND ctt < cet AND QOcg+1.0p=1) THEN
autoSkip.=True;
cqg=nq -- nq is firstQ in next level or 0 (if no more)
ELSE — go to nextQ in sequence or 0 (if no more)
cq:=cq+lI;
END IF;
nextQ:=True;
ELSE -- wrong answer
Ocq.wa:=Qcq.wa+l1; cwa:=cwa+1; nextQ:=False;
IF (skip_question_by user) THEN
Ocq.tt:=time taken;
ctt:=ctt+Qcq.tt;cet:=cet+ Qcq.et;
— go to nextQ in sequence or 0 (if no more)
cq:=cq+1; nextQ:=True;
END IF;
END IF;
— too slow (forced_exit) or done assessment
7.2 1F (ctt > 2 x cet) OR done_assessment=True THEN
EXIT;
END IF;
7.3 IF (cq>0) and nextQ=True THEN
— next question exists
Insert node of type *QUESTION’ O/
Update properties (nm, op, et) of question Ocq;
Insert edge from previous question node to Ocq;
IF (autoSkip=True) THEN
Set current edge property as to I;
END IF;
END IF;
END LOOP;
8. Set Record trail end time;

In step 2, student trail gets initiated with root topic to leaf topic
path, and in step 3, corresponding edges are created. As
assessment starts, node type and current question (cgq) is set to
‘QUESTION’ and 1 respectively and Q.4 node properties (nm,
op, et) are updated to respective values from the question node of
default trail (steps 4-5). Step 6 connects the leaf topic node to the
question node.

Steps 7 iterates over each question, which is presented to the
student in the trail. In step 7.1, the question is attempted and
based on student’s performance (correct or wrong answer) the



relevant question node keys are updated, along with the
cumulative measures (ctt, cet, cwa, cca). For correct answer the
auto_skip condition is also evaluated and if met the next
question is set to the first question in the next level.

In step 7.2, the forced exit condition is met or it is the case of
self exit, the trail is terminated. In step 7.3, as student moves to
next question, a new question node is created with default values
for properties, and an edge is created to connect to prior question
node. If auto_skip feature is exercised then the edge property as
is set to 1. Step 8 records the end of the trail.

3.7 A Student Trail Summary and Details
Presenting student performance translates to traversing the
recorded property graph for the trail and printing its properties.
Students can review their performance by selecting the topic
name in Topic list (Figure 7).

Trail Summary. For the selected trail, it shows student id,
student name, topic name, trail id (7rail), trail date (T Date),
total time taken (7 Time) by student, total expected time of that
trail ((E Time), raw score of mandatory (Raw score M Q) and
optional questions (Raw score O Q), and percentage.

STUDENT_PERFORMANCE

Topic List| 16 Single digit Multipication = |

=l

Trail Input |

| Procescprmymye
BHARGAV=
DEEPTI=
HARSHITA=
RAJESH==

(1) 11-AUG-14 16 f
H11) 12-AUG-14 10:39:08=-7
=>{7} 11-AUG-14 16:41:03==5
==(3) 12-AUG-14 12:21:31==8
=3 11-AUG-14 16:07:28==1

Figure 7. Trail selection.

The summary (Figure 8) is shown using a dynamically created
HTML region followed by a SQL report.

STUDENT_ TRAIL_ SUMMARY!:

htp.p ('<p>'||'<em><b>STUDENT ID:</b></em>'

| V_STUDENT_ID||' '

| '<em><b>STUDENT_NAME:</b></em>'
| V_STUDENT_NAME| | '</p>");

PRC:=nv1(PRC, (N R1/N_TQ)*100);

IF (PRC<25) THEN

htp.p('<p>'||'<em><b>TOPIC NAME:</b></em>'
| |[V_TOPIC NAME||' '
| | '<em><b>PERFORMANCE : </b></em>"
[I'"BAD' || '</p>");

END IF;

The STUDENT TRAIL SUMMARY contains the SQL statement
which generates the report shown in Figure 8:

' FROM DUAL ';

SQL_STMT:= 'SELECT '||P_TRAIL ID||' TRAIL, '''
IS _DATE||''' T DATE, '
|| V_CUMULATIVE TT ||' T TIME, '
|| V_CUMULATIVE ET|| ' E TIME, '''
[l N RL|['"/'"|IN_TQ||''' RAW SCORE M Q, '''
[l N O||'/"|IN TQ O||''' RAW SCORE O Q, '''
|| ROUND(PRC) |]'%"'[|'''PERCENTAGE '
[

This function will be called in report as shown below:

DECLARE
SQL_STMT VARCHAR2 (1000) ;
BEGIN
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SQL STMT:=STUDENT TRAIL SUMMARY (:P8 TRAIL);
RETURN (SQL_STMT) ;
END;

STUDENT_ID:1 STUDENT_NAME:ABHILASH

PERFORMANCEVERY GOCD (75-89)

8 11-AUG-1418:62  Single digit Multiplication 477 780

1621 58
Figure 8. Trail summary.

Trail Details. This report (Figure 9) shows the details of the
selected trail by querying T 0DB TRAILS and T QDB NODES. It
shows level of question (LVL), question id (Q ID), optional
question (OPT (), correct answer count (CORR ANS), wrong
answer count (WRNG ANS), expected time for question (EXP
TM), and time taken by student (7M TKN).

WoWoW W R M MMM A s s
Pl
a2
alala|lalalala|la|la|a|lalala
OO a o 0 o0 602 o0 oo oo
18|28/ 2|2/2|2/2/ 48 H8Lm
B8

Figure 9. Trail details.

Correct and Wrong Answer Comparison Chart. An APEX
Flash Chart region is created to compare correct and wrong
answer counts, shown in blue and maroon respectively (Figure
10). For the trail, student got 11 correct and 2 wrong. The chart
data was generated using a SQL query shown below. For
computing cumulative counts, Oracle’s built-in Analytic function
SUM is used.

SELECT null link, rownum label,
SUM(nd_g_ca) OVER(ORDER BY nd g id) valuel

FROM (

SELECT loj.nd g id, t.nd g ca FROM(
(SELECT nd_g id
FROM "VAP"."T QDB NODES"

WHERE nd_name='QUESTION' AND
nd trail id=:P8 TRAIL)

LEFT OUTER JOIN

(SELECT nd g id, nd g ca

FROM "VAP"."T QDB NODES"

WHERE nd_name='QUESTION' AND
nd_trail id=:P8 TRAIL) t

ON loj.nd g id=t.nd g id)

UNION ALL

SELECT 0,0 FROM dual

ORDER BY nd_g id)

loj

Post-Trail Report. This report is shown after completion of a
topic trail. Student can end the trail normally, or leave in the
middle, or have a forced exit. This report is similar to the one
shown in Figure 8. We have used the same function
STUDENT TRAIL SUMMARY to generate this report.
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Figure 10. Correct and wrong answer comparison.

3.8 Comparing Trails

Compare trail translates to comparing the respective property
graphs for the trails. Two trails on the same topic belonging
either to a single student taken at different times or to two
students can be compared. Input for the trails comparison is
trail_ids of two different trails and output will show up as
summary (Figure 11) and detail region (Figure 12).

NIDA
VIVEK

05-AUG-14 11:58 15

541

Adding single digits
06-AUG-1416:54  Adding single digits

420
420

Figure 11. Trail comparison (Summary).

The summary report compares the two trail details. Cumulative
expected time may not be same as one of the students can exit
the trail in middle or he is able to skip questions due to
auto_skip feature.

5 28 Qo Qo1 20 16 21
5 28 Qo2 Qo2 20 15 16
5 28 Qo3 Qo3 40 12 62
5 28 Qo4 Qo4 40 17 45
5 28 Q21 Q21 G0 10 84
5 28 Qaz Qaz 20 21 40
5 28 Q33 Q33 60 13 60
5 28 Q34 Q34 G0 13 65
5 28 Qas Q35 40 22 55
5 28 Q36 Q38 G0 12 ao0

Figure 12. Trail comparison (Detail).

The report region is formed by dynamically generating SQL
statement using function mentioned below. This function is
similar to the function STUDENT TRAIL SUMMARY described in
Section 3.7. Instead of creating single row of summary it is

creating 2 rows of summary report taking 2 trail_ids as inputs.
COMPARE TRAIL SUMMARY (p trail id NUMBER,

g_trail id NUMBER)
RETURN VARCHAR?2
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The detailed trails comparison Report (Figure 12) presents the
individual nodes of the trails, representing number of questions
attempted, whether question is answered correct or wrong, and
the time taken. This helps us understand the performance of the
student in comparison with another student or with a prior trail
taken by him.

This report is generated by using left outer join to connect node
values for the two trails, union operator to have total questions
attempted in both the trails.

The graph (Figure 13) presents cumulative expected time (shown
in Green) for the two trails along with the individual cumulative
time taken to complete trail by each student for his attempted
questions. In this graph, Nida’s trail is shown in Blue and
Vivek’s trail is shown in Red.

CUMULATIVE TIME

500 -
- Nida (Time taken) i
0 = Expected time .
1 & 420
O Vivek (Time taken) 396 o
Gl A 260
331,41 aap -
w P =
£ w01 2071 | 260
= 231 L o
o | 200
200 i
147 o 139 151
120 A
I 91 o __141:" s
it o e 0 | o
0B | o o
n | gl e
| =T
o
1 2 3 4 5 (-3 7 8 2 10 11
QUESTION

The cumulative expected time is computed by SQL query shown

below.

Figure 13. Cumulative time graph.

SELECT null link, ROWNUM label,
sum (ND_Q ET)

FROM

over

(ORDER BY ND Q ID)

valuel

((
(SELECT ND Q ET , ND Q ID
FROM "VAP"."T QDB NODES"
WHERE ND NAME='QUESTION'AND
ND TRAIL ID=:P5 TRAIL INPUT 1
UNION
SELECT ND Q ET , ND Q ID

FROM "VAP"."T QDB NODES"
WHERE ND NAME ='QUESTION' AND
ND TRAIL ID =:P5 TRAIL INPUT 2)
UNION ALL
SELECT 0,0 FROM dual)
ORDER BY ND Q ID)

The cumulative expected time is formed by adding expected time
of the each node using Oracle’s analytic function suM, which are
ordered by nd g id. Similarly, we get trails lines by ‘LEFT
OUTER JOIN’ join of cumulative expected time query with
cumulative total time query of individual trails, which is
combined with ‘SELECT 0,0 FROM dual’ to start the trail
from zero.
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Figure 14. Cumulative correct and wrong answer counts.

Similarly, we have a bar graph representing the difference in two
trails with respect to number of correct and wrong attempts
(Figure 14).

3.9 Recommending Videos

Video recommender in the Assessment Module acts like a helper
for the student taking assessment. On clicking ‘Recommended
button, a report of videos relevant to the current topic
is shown (Figurel5).

THKE ASSESSMENT

STEP 1 > STEP 2 » ASSESSWENT

Videos’

Student Hame UOHSHAD Z4KIR
Session 14
TOPIC &5ting single cigts
Questiond 1

VIDEOWATHK2
radeléddiion_And_Subtracion
1_introsuction to_admonmps

5 WATH  AddSon_snd Sublradion  VIDED K2 1_Inkoduckan_ o adon.mpd

VIDECWETHIG2
radeiéndtion_Ang_Suntracion
12 inrosuction_fo_sutiracson -
YouTube mpd

2 Inrosurton__subiracton -

n_And_St
‘A0dIn_Ang_Sublracien YouTube mp4

VIDEQ K2

1-2
Figure 15. Recommended videos for a topic.

This report is produced using the function:

recommend video (f topic VARCHAR2)
RETURN VARCHAR2
IS
sgql stmt VARCHAR2 (512);
WORDS_ARRAY APEX APPLICATION GLOBAL.VC_ ARR2;
MYWORDS VARCHAR2(256)
BEGIN
sgql _stmt:='SELECT Store_ id S_id,
Subject Sub,
Main topic M topic,
Item type I type,
Grade,
Sub_topic S_topic,
Item,
Link RELATIVE PATH
FROM T VDB VIDEO STORE WHERE ';
WORDS_ARRAY := APEX UTIL.STRING TO TABLE (f topic,'
')
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FOR z IN 1..WORDS ARRAY.count LOOP

MYWORDS:="";
FOR x IN 1..z LOOP
MYWORDS := MYWORDS | |[WORDS ARRAY (x) | |" ';
END LOOP;

IF z< WORDS ARRAY.count THEN
sgql stmt: —sql stmt | |
'UTL MATCH.JARO WINKLER SIMILARITY(Upper(maln topi
c), upper("'\\MYWORDS\\"'))> 75 OR ';
ELSE
sql stmt:=sqgl stmt] |
'UTL MATCH.JARO WINKLER SIMILARITY(Upper(maln topi
c), upper("'\\MYWORDS\\"'))> 75";
END IF;
END LOOP;
RETURN (sgql_stmt) ;
END;

where £ topic is the particular topic name.

In the report region of recommended videos the ‘Link’ column is
not shown which represents the HTML hyper link for the
individual ITEM of the respective topic. The link is formed by
concatenating ‘Relative path® to the Application Item
‘F106_VROOT’ from video Repository which is the root
path of the video store.

When the button RECOMMENDED VIDEOS is clicked a confirm
message ‘Do you want to end the active trail? ' is
presented. On confirmation, the application will terminate the
trail and present recommended videos. The topic name of the
assessment is compared to the similar topic present in the Video
Repository, which is similar to searching for a relevant video for
a topic. Since topics may not completely be similar, we consider
the topic as a phrase (‘WORDS ARRAY’) and expand it into
multiple phrases (‘MYWORDS’ ) formed by variation of keywords.

These generated phrases ‘MYWORDS’ are used in approximate
string comparison with ‘Main topic’ of Video Repository
table. The approximate string comparison via Jero-Winkler
metrics helps reduce the false negatives.

4. A TOUR OF pg-MathTrails

This section describes the features and functioning of pg-
MathTrails assessment module.

4.1 Take Assessment

This module allows user to login, select a topic, and take an
assessment (Figure 16-b and c). On entering the answer, the
answer is checked, and the score is updated, and user can move
to the next question.

On the next question, if the user makes a mistake the system
displays ‘wrong answer’ as well as an option to click the ‘hint’
(Figure 16-d). The scoreboard is updated to include the wrong
attempt.

4.2 Student Performance and Compare Trails
The student performance and compare trails have already been
covered in Section 3, where individual student performance can
be examined as well as two performances of same or different
students on a topic trail can be compared.
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4.3 Add Questions

This functionality is meant for teachers or instructors to add
questions. (Figure 16-¢) shows adding a question with single
answer and multiple answer choices. For single answer (Figure
16-g), we provide the option of entering a single number or a
fraction specified through two number fields.

For multiple choice questions (Figure 16-f), we allow user to
specify the choices as answer. Note for the multiple choice
question, we support both single choice and multiple choices as
correct answer. The true or false type question is similar to a
multiple choice question, except that user has to only specify
either the true or false.

5. EXPERIENCE

This section describes our experience of using this application.

5.1 Usability Study

Objective. The objective of the Usability Study was twofold: 1)
To report the students experience of using the application, and ii)
To study the concurrent use of the application by multiple
clients.
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Setup. Three computers were setup with a wireless LAN, one as
the server as well as a client, and two other laptops as clients.
We created two topic trails: i) for ‘multiplication by
single digit’, and ii) for ‘adding negative numbers’.
Both trails had questions categorized into levels 1, 2, 3, and each
trail had a total of 12 questions, of which 9 were mandatory and
3 were optional. The trails were taken by children in the after
school program of Sri Sarada Academy of Excellence, Bangalore
(SSAE). The first and second topic trail online test was
administered to 3™ % 6" and 7" to 9™ grade students respectively.
Individual students from each group took the assessment.

Observations. User interface looked attractive to students and
the performance was satisfactory in the wireless LAN setup.
Students were very enthusiastic as they never had taken online
test like this before. In the first session, students were struggling
with mouse and keyboard as they came from underprivileged
families having limited exposure to computers.

The concurrent use of application worked correctly (no
interference). The response time was reasonably well, meeting
the interactive response time limit of 2000 ms.



Challenges faced by students.

e  Cursor was not set on the answer field.

e  The answers entered by prior students were appearing as the
browser form history was getting cached.

e Hint button was reappearing in the next question after
correcting the first question. This was a bug.

e 7™ and 8" students were struggling in using (-7, ’+')
signs as they were taking test on ‘adding negative

numbers’.

Overall performance. In the first session (1*" August 2014, time:
3.30 to 4.45pm), students from 3™ and 4™ grade performed very
well as they had taken video based lessons on the
‘multiplication’ topic in prior classes. These students
attempted all the questions and took less time for questions in
the beginning of the trail, and they were rewarded with
auto_skip, which allowed them to skip optional questions.
Students from 5™ and 6" grade were little uncomfortable and
slow while taking the same trail. This could be attributed to the
fact that they were rusty, that is, they had covered this topic a
while back. So as those students took more time to attempt initial
questions, they were forced to end the trail (via the forced_exit
feature).

Solution to problems faced.

e  We made sure the students became familiar with the system
and comfortable with mouse and keyboard.

e We fixed the application to have the cursor focus on the
answer field automatically after each question.

e  We configured the browser to not to cache form history.

e We fixed the bug, to clear the hint when next question
button is pressed.

In the second session (7" August 2014, time: 3.30 to 5.00 pm),
the students were more confident and comfortable with user
interface due to changes made as well as they were more
familiar. Similar to first session, two new trails were created for
the same two topics. Students performed better when compared
to the prior session and as one student got all the mandatory
questions correct with no wrong attempts plus was able to skip
optional questions.

Challenges faced. We noticed that using Backspace button on
the keyboard multiple times was moving the user to the previous
page and was repeatedly recording multiple similar nodes.

We resolved this problem by configuring the browser to not map
Backspace key event to browser Back event.

The student trail performance was recorded and the application
automatically generated ‘STATISTICS OF TRAILS’ reports.
For inputs, the TopIC, START TIME, and END TIME of the
session, we got the trails statistics (shown in Figure 17 top)
representing total trails have been taken by all students, and the
count of minimum, maximum, and average correct attempts,
wrong attempts, and total time taken.

In addition, the application automatically generates the trail
statistics by Question (Figure 17 bottom), with the drill-down
ability. By clicking any question listed under ND_Q 1D, the
detailed summary for the selected question is shown (Question 9
shown in Figure 18). The 9™ question was attempted only by 5
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students. The 6™ student did not attempt this question as she
exited from the trail after 1% question because of the time
constraints.
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Figure 18. Trails statistics for question 9.

5.2 Additional Comments

Currently, we allow creating a single trail for each leaf topic,
which will be extended to support multiple trails. Also, we will
present a bird’s eye view of the trail using the recorded property
graph as the student makes progress, which he can navigate to
review and make changes at the end of the trail completion.

Adding question in this application has simple and easy steps.
We can update and make changes in questions, and time of the
particular question by directly updating underlying tables through
APEX table browser. For lower grades, for topics such as
‘Numbers’, which has very basic questions, it might be difficult
to give any hints. For those questions, we may hide the hint
option.

Based on our experience, we may provide an option where
forced exit and auto_skip feature can be turned on or off.
Students taking assessment have time constraints. For example,
first level question has 30sec time to answer, 2% Jevel has 60sec,
and 3™ level has 90sec. If student spends more time on any
question then the forced_exit condition can be trigger termination
of the trail. In both the class sessions, we found students were
unaware of the time constraint and spent longer while answering
initial questions and their trail was terminated. So we are
thinking of introducing ‘starting buffer time’ to provide extra
time for initial questions.

An important reason for developing pg-MathTrails was that it
runs in a wireless LAN without requiring Internet. The benefits
are that it has interactive response time and there is no instability
due to fluctuating speed of Internet or the site hosting the online



assessment application. Furthermore, students also stay focused
as they are not tempted to browse other Internet sites.

The approach of storing each individual student performance on
a trail as a separate graph opens interesting possibilities. For
example, this can be used to conduct a Math Challenge contest,
where the progress of various participants can be observed live.

Our vision is to expand pg-MathTrails to e-Learning Trails,
which will allow creating learning trails for all subjects. The
present application is well suited for Math as answers to Math
questions tend to be precise and numeric. However, the current
application is not suitable for question such as proving theorem.
Despite this we feel Math is a good fit since the concepts and
logic of the math theorems gets exercised in solving numeric
problems.

Currently, the following question templates are supported 1)
‘Single answer’, 2) ‘Choose the best answer’, and 3)
‘True or False’. These question templates can be used to
form questions for all subjects, including Science (Physics,

Chemistry, and Biology), Social Science and Languages

(English). However, the current set of question templates do not

provide direct way to form questions like ‘Fill in the

blanks’, ‘Match the following’, ‘0dd man out’ and

‘Paragraph based group of questions’. We can handle

these using current templates in the following way:

e Byusing ‘Single answer’ template, we can form ‘Fill
in the blanks’, example, 1, 2, , 4 and ‘0dd man
out’ question, example, 1, 3, 8, 5.

e Similarly by using ‘Choose the best answer’ we can
form ‘Match the following’ question:

For questions with numeric answers, checking the answer is
easy. However, for question requiring answer in the form of
phrase or sentences is difficult to match. These kinds of
questions are common in subjects like Science and English. For
example,

‘Sunday is Raju’s favourite day of the week. He
likes it because on Sunday, he watches football.

On other days, he also gets to watch football but
not all day.’

The question ‘Which is Raju’s favourite day?’ can be
answered either as ‘Raju’s favourite day is Sunday’, Of,
‘Sunday’, or ‘Sunday is Raju’s favourite day’ making
it difficult to match the answer.

6. RELATED WORK

There are quite a few online assessment modules available
(Table 1). Khan Academy [7] is one of the popular free
educational sites, having good collection of videos and
assessments on various topic categorized by grades. We utilize
the videos provided by them for our students. LearnNext [13] is
somewhat similar to Khan Academy but meant for primary and
high school students with Maths and Science videos and online
tests. IXL [16] is another good site that covers the complete math
syllabus for K-12™ grades with good assessment pattern, but
charges membership fee. emathematics.net [11] is another good
site for students to practice.

Math-Drills [10] is an interesting site, which provides free Math
Worksheets on a variety of math topics for classes 1 to 12.
However, the sheet has to be downloaded and printed and does
not have online testing capability.

1. 2+ 3 a) 10
2. 2%5 L) 5 Math Trail [12] tests geography and math skill together, where
3. 15/5 c) 14 .
4. 16 - 2 d) 3 student has to find the location on the map and then proceed to
Ans: A. (l-a), (2-b), (3-c), (4-d) answer the question. The idea of the trail is similar to our
B. (1-b), (2-a), (3-d), (4-c) application. However, in our application, the topics and the
€. (1-b), (3-a), (4-d), (2-c) uestions form the trail as opposed to real geographic locations
D. (3-b), (4-a), (1-¢), (2-d) q PP geograp :
Table 1: Comparison of Math Assessment Software
SOFTWARE 0. in 0. in Links Hint 100% Detailed Multiple Free Off Alexa+
the increasing  to for Syllabus student Subjects line  Website
form of le.vel of videos Q. Coverage  report rank
Games difficulty
Khan Academy Yes Yes Yes Yes Yes No Yes Yes No 3,308
IXL Yes Probably No No Yes Probably No No No 8,169
Math-Drills No No No No Yes No No No Yes 93,774
LearnNext Yes No Yes No Yes Yes No Yes Yes 92,118
Math Trail Yes No No No No No Yes No No 1,006,101
emathematics.net No No No No Probably No No Yes No 1,892,116
pg-MathTrails* Yes Yes Yes Yes Yes Yes No Yes Yes -

*auto_skip, forced_exit, and comparing two trails are supported in pg-mathTrails only.
+Website rank tends to change. The current ranks reported are based on 6™ October 2014.
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Also, our application differs in that it is built on property graphs,
which enable in-depth analysis of student’s performance on the
trail, allows comparing two trails, and provides overall student
participation. Plus, our application supports features such as
auto_skip, or forced exit, which we have not seen in these sites
mentioned above.

Property graphs [2] have recently become popular for handling
large scale connected graph like data. Property graphs are
supported by graph databases such as Neo4j [3], Sparksee [4]
and Infinite Graph [14]. Graph databases are used to build social
networking and scientific applications [9]. Companies such as
Facebook, and Twitter have developed their own graph databases
social graph and interest graph respectively.

We are using a custom property graph to store the default trail as
well as student trails in our Math assessment module. Our
approach is similar to defining typed graph classes to enable a
statically type query language for property graphs [8]. That is,
instead of defining a generic structure such as Entity-Attribute-
Values (EAV) [15] to hold properties of nodes and edges, we
define custom node and edge tables where properties are
implicitly stored in additional columns.

7. CONCLUSIONS AND FUTURE WORK

The paper presented pg-MathTrails, an Math student assessment
module built using property graphs. The distinguishing aspect of
this application is to store topic trail as well as student
performance on the trail as individual graphs that are readily
available for performing in-depth analysis of student performance
on individual trails, as well as for comparing two trails of the
same student or two students. Instructors can create topic trails
by making use of pre-existing question templates. It also features
a video recommender that allows linking with relevant videos in
a video repository.

The application has been tried out in an after school program
with positive feedback. The application also features auto skip
and forced exit capabilities to make the math trail interesting
and challenging for students.

In future, we plan to handle evolution of a trail pertaining to a
particular topic, and support ‘Suspend and Resume’ option for a
trail, which will be useful for long trails. We also plan to extend
the tool to support e-learning trails on other subjects as well.
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ABSTRACT

The rapid growth of sensing devices has opened up complex
event processing (CEP) for real-time analytics in Internet
of Things (IoT) Applications. While CEP has traditionally
been centralized, the increasing capabilities of edge devices
like smart phones, and the operational needs of low latency
and privacy makes it desirable to use both edge and the
Cloud for distributed CEP, the former often serving as event
sources. This paper motivates the need for real-time ana-
lytics across edge and the Cloud, formalizes an optimization
problem for bi-partitioning a CEP query pipeline based on
IoT application needs, and proposes an initial solution.

1. INTRODUCTION

The rapid proliferation of sensing elements, both in the
physical space (such as RFID tags, sensors, smart phones)
and virtual space (crowd-sourced data, social networks, vir-
tual agents) is generating immense volumes of data. Often,
these data sources are continuous in nature, contributing to
the velocity aspect of Big Data. This is best exemplified by
the fast evolving Internet of Things (IoT) domain ' where
50 billion or more devices are expected to be interconnected
through the Internet. Extracting meaningful information
from these rapid streams of data requires both existing an-
alytics models, architectures and platforms to be extended,
and novel ones to be defined. In this regard, Complex Event
Processing (CEP) is a key data processing approach that fa-
cilitates easy specification of event patterns, and their fast
detection on high traffic event streams, to derive actionable
intelligence in real-time [1,6].

CEP engines accept continuous queries that are defined
over event tuples and detect patterns within and across

1 4T0TH: The Internet of Things and Humans, April 16,
2014, http://radar.oreilly.com/2014/04/ioth-the-internet-
of-things-and-humans.html
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events that arrive on a single or on multiple event streams.
They help translate low level information collected from het-
erogeneous sources at high rates into “complex events” that
identify situations of interest [8]. Traditional research and
development of CEP engines has been on single-machine,
shared memory platforms [5,7]. There, event sources are
often moved centrally into Cloud data centers where inte-
grated processing of CEP queries takes place 2 [3].

In the new generation of IoT applications, the event sources
are often on edge devices like wireless sensors, smart power
meters, and smart phones, many of which are starting to
have non-trivial processing capabilities (e.g., Arduino and
Raspberry Pi boards for sensor network gateways, Android
Smart Phones). Given the need for rapid decision-making
on event pattern detection and the operational constraints ,
it makes sense to leverage the processing capabilities of the
edge devices rather than rely solely on centralized clouds.
Such requirements are often seen in healthcare applications
and public utilities in Smart Cities [10].

The focus of our work is to enable real-time analytics
on distributed systems that span across the edge and the
Cloud. As such, there is growing interest on distributed
CEP [2]. Like others [3], our aim is to model the distributed
query processing of blended streams across dynamic sys-
tems, without centralization on the Cloud. Similarly, our
goal is to minimize the end-to-end latency for executing the
query pipeline by minimizing the overheads in the entire
system, and not just on the edge devices or the Cloud.

However, we have several unique aspects. One is the use
of a distributed IoT infrastructure with heterogeneous re-
sources with varied computational capabilities for execut-
ing CEP pipelines. Secondly, CEP engines available on the
diverse resources have varying query expressivity that lim-
its their ability to handle specific query predicates. Lastly,
privacy constraints are enforced on event streams. These
varied Quality of Service (QoS) requirements and IoT in-
frastructure conditions are taken into consideration while
minimizing the latency for detecting patterns.

In the rest of the paper, we describe an IoT scenario
for water analytics and an architecture for distributed CEP
across a smart phone platform and the Cloud (§ 2). Further,
we motivate the need for intelligent partitioning of CEP
query pipelines to meet constraints unique to the IoT do-
main, and formalize it as an optimization problem (§ 3). We

2Amazon AWS Kinesis, http://aws.amazon.com /kinesis/



propose initial solutions for this optimization problem, us-
ing both brute force and dynamic programming approaches
(§ 4), and then discuss future extensions to this work (§ 5).

2. CEP ACROSS EDGE AND THE CLOUD

Our motivating scenario is a Campus Smart Water IoT
infrastructure where water level, flow and quality sensors
(~ 200) are deployed on water tanks, reservoirs and mainline
pipes, and connected to the Internet through Android-based
wireless gateway devices and smart phones. The sensors
emit events periodically (- ~ —L-) and report observa-
tions such as the water level in the tank, quality parame-
ters such as total dissolved solids, chlorine content, temper-
ature, and the volume of water flow. Analytics using CEP
queries are defined usually as a dataflow pipeline where data
pre-processing and quality checks precede aggregations or
detection of interesting situations, e.g., water overflow and
underflow due to pump operations, leakage of water due to
input-output flow imbalance, presence of contaminants, and
excess usage relative to campus average. Then, notifications
are send to operations managers or water consumers for sus-
tainable water usage.

Given the current scale, the CEP queries can be processed
either on the edge devices (here-on called edge) or centrally
on the Cloud without significant performance impact. But
as we scale the system, e.g., to a town or city wide deploy-
ment, or by including more number and types of sensors,
such as air quality and electricity usage, there is a need to
intelligently partition the CEP query execution across the
edge and the Cloud to meet these requirements. As we con-
sider location-based sensing of consumer activity, data own-
ership and security become concerns, and data generators
may impose restrictions on moving raw data to the Cloud.

As a proof of concept of executing CEP pipelines across
edge and the Cloud, we implement a light-weight CEP en-
gine, CEPLite, on the Android platform, complemented by a
full-featured Siddhi CEP engine on the Cloud [9]. Incoming
sensor events on the edge device (Android) are first catego-
rized based on their sensor source and placed into distinct
input queues of an EventBus ® Publish-Subscribe (PubSub)
system. Subscribers, in this case the CEPLite engine, regis-
ter a subscription with the PubSub broker and are notified
asynchronously when events arrive. The subscribed events
are placed in input streams from which CEPLite Process-
ing Units (PU) poll for events. Each PU is responsible for
one query submitted to CEPLite, and operates over specific
input event streams in a SIMD manner. The PU’s query
capability is limited to filter, sequence, count windows and
simple aggregation, and it forwards the generated output
(complex) events over a stream to the next PU or the Cloud
having the next CEP query in the pipeline for processing.

Users submit their CEP query pipeline as a dataflow graph
(Fig. 1). A query planner distributes this pipeline across the
edge and the Cloud based on several factors, as discussed in
§ 3. These query segments are registered with CEPLite on
the edge device, and Siddhi on the Cloud. The communi-
cation between the edge device and the Cloud is done us-
ing a REST or a CoAP [4] service on the Cloud. CoAP is
intended for resource-constrained IoT devices to communi-
cate over the Internet with low overhead, using UDP and
optional multicast, and allows integration with traditional

3http://greenrobot.github.io/EventBus,/
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Figure 1: Sequence diagram of interactions between

edge and Cloud

HTTP web services.

3. PROBLEM FORMALIZATION

Preliminaries. The pipeline of queries executing over
event streams is represented as a directed acyclic graph (DAG)
of vertices and edges: G = (Q,S). Q = {g;} is the set of CEP
queries that are the vertices of the DAG, and S = {s; | s;
(¢5,aK), qi,q; € Q}, is the set event streams that connect
the output of query ¢; to the input on the next query gj,
and form the directed edges of the DAG. Edges indicate the
data dependency between the queries, and events produced
from the output of a query pass along the stream as input
to the next query.

The queries that receive the initial input event streams
into the DAG are called the source queries, and are charac-
terized by having no incoming edges (though implicitly, an
edge indicating the input stream is incident on the queries).
The set of source queries is given by:

»={q-| #s;={(qi,q-) €SV ¢; €Q}

The queries that emit the final output event streams from
the DAG are called the sink queries, and these have no ex-
plicit outgoing edges. The set of sink queries is given by:

Q<={g<| #s;=(¢< @) €SV g €Q}

For simplicity, we assume in this paper that there can be
multiple source queries, i.e., |Qs| > 1, but there is only one
sink query so that the optimization goals of the pipeline are
scoped to outputs from this sink.

We define paths in the DAG which represent the logi-
cal flow of the events through the streams, from the source
queries to a unique sink query. Since we assume a single sink
query, we denote its path as p. This path offers an alterna-
tive, edge-centric view of the DAG. The following production
rules generate the path from path segments, where s, € S
and the ‘—o’ symbol indicates a query that connects streams
on either of its sides. The path for the sink query is also the
mazimal unique path for the DAG — it has every stream in
the DAG appearing exactly once (maximal) and we assert
a canonical ordering for comma-separated parallel streams
(unique). By definition, the path is acyclic for a DAG.

Source : & —o s;

Sink : s; — &

Sequential : s; —o s;
Parallel : Predecessor — (Segment, Segment+)



—o Successor
Predecessor : Source | Sequential | Parallel | &
Successor : Segential | Parallel | Sink
Segment : Segential | Parallel
p = argmax (LENGTH(Segment))
Segment
Queries execute on specific computing resources and the
set of resources available within the IoT infrastructure is
given by R = {r;}. We consider two classes of computing
resources, edge devices such as smart phones and micro-
controllers and Cloud virtual machines (VMs), each with a
specific computing capability as defined later. The mutually
exclusive set of edge devices and Cloud VMs are given by RZ
and RY, respectively. Thus R = RPUR® and R NRY = .
A resource mapping function indicates the resource on which
a query executes:

M:Q—R
We define a privacy function:
P :(S,R) = {True, False}

that determines if a stream is allowed on a resource. If the
privacy for a stream s; = (g;,qr) on resource r; is False,
this means that neither of the queries g; or g, emitting or
consuming the stream, can be executed on resource 7, i.e.,

P(si{qj,qr), 1) = False = M(q;) # 1 & M(qr) # i

Further we define A C Q as the set of anonymization
queries such that after a stream is processed by one of them,
successive streams along the path have been anonymized and
the privacy of such streams on any resource is True. For a
stream sx = (qi, ¢m) in the path p such that ¢, € A, then
Vs; downstream of si,P(sj,*) = True, ie., the streams
after the current one up to the sink have been anonymized
and their privacy on any resource is True.

A selectivity function is associated with each query of the
pipeline as a statistical measure of the fraction of incoming
events satisfying the query and generated as output events.
The selectivity is denoted by v(q) and is the average number
of output events generated per input event. Output events
generated by a query are duplicated on all output streams.

The stream rate € defines the number of events per unit
time on a stream. The incoming stream rate entering each
input query of the pipeline is denoted by .. Knowing the
incoming stream rates and the selectivity per query in the
pipeline, the rate at its output stream s; generated by query
g can be calculated recursively as Q(q) = v(q) x >, Q(si),
where s; are the input streams to query g. This can then
be used to estimate the outgoing stream rate, Q~, from the
output query for the entire pipeline.

Latency L is defined as the time for an event to move from
one resource to another, over a stream connecting queries
present on those resources. Latency is taken to be a con-
stant value for any two resource-pairs at a given maximum
event rate Q% .. Latency, rather than bandwidth, is often
the limiting factor for event processing on commodity net-
works, and once bandwidth starts becoming the bottleneck,
we assume that the pipeline cannot scale on those resources,
and, for simplicity, set £ — oco. Formally:

LY(riyr))=xz|ze RTU0 ifQ<Qk.,, &i#j
L2 (ri,75) = 00 Q>0 &i#j
£ (ri,7) =0 ifi=j

103

where RV is the set of positive Real Numbers and r;,7; € R.
CEP engine implementations may be limited by the re-
source platform. If a CEP query (i.e., all its predicates) can
be evaluated by an engine on a resource, then the resource’s
expressivity is said to exist for the query. If a query is not
supported on a resource, then the expressivity is absent.
Like latency, the compute time C for a query is a constant
for a given query ¢; on a resource r; for all 2 < Qf .. This
max value can be empirically obtained. Beyond this thresh-
old, the compute resources get saturated and the query can-
not scale. Since events arrive continuously, the pipeline is
unsustainable once saturated. Expressivity of a resource is
related to the computational time of the query, since for a
query that cannot be express on a resource, its C — co.

c (gi,r) =z |zeRT ifQ< 0OF .. & qi is expressive on r;
Y (giy7rj) =00 if Q> 0%, & ¢; is expressive on T
C? (qi,rj) = 00 if g; is inexpressive on r;

The total makespan T for the path in the pipeline is the
time taken to generate a single event from the output query
after processing input events by each query on the resource
it is mapped to, and transferring events between resources.
For a mapping M and input rate €2y, the makespan for path
p is computed using its rate, latency and compute functions:

T =3¢ (g, M(q)) + 3 £ (M(g:), M(gy))

q; €p q;€p

As discussed before, edge devices are often collocated with
the incoming event sources, while the eventual decision mak-
ing happens on the Cloud. An edge cut is a bi-partition of
the path into two disjoint path segments. It denotes the
logical partitioning of the queries between edge and Cloud
resources. Queries in the first path segment execute on
the edge, queries in the other path segment execute on the
Cloud, and stream(s) at the split move events across these
resources. The mapping M captures this. For edge cuts
to form a consistent bi-partition, they should appear on a
Sequential, Source, or Sink Segment, or on each sequential
segment present in a Parallel Segment, recursively.

Optimization Problem Definition. Given the query
pipeline and its path, the selectivity and anonymization of
each query, the resources in the IoT system, the compute
time on each resource for a query, the latency between re-
sources, and a given incoming event rate, the optimization
problem is to find a edge cut that consistently bi-partitions
the path and maps it across different resources such that the
makespan time for the pipeline is minimized, while ensuring
that the privacy constraint is satisfied.

Given: G,p,v, AR, C, L, Qs
Minimize: T
Subject to Constraint: P
Output: M :Q — R

In the Campus Smart Water project, a sample CEP pipeline
performs three queries: data cleaning, temporal aggrega-
tion, and detecting water overflow. This forms the dataflow
graph, G. The resource r. is the Android board reporting
the water level observations, £ is the network latency in
moving this data stream to the Cloud r. for processing.



Algorithm 1 SplitBruteForce

Algorithm 2 SplitDynamicProgramming

1: procedure SPLITBF (EdgeCut EdgeCuts| ], p, )

2: Trin =00, LHS =0, RHS—O

3 for s, € EdgeCuts[ ] d Test each cut

4 Calculate LHS and RHS costs for cut
5 for s, = (@,q-) to sz | {sx = (i, q;) € p} do
6 LHS = LHS + L% (1, 7.) + C(q;,7¢)

7 end for

8: for s = sz41 to (g<,9) | {srx = (¢i,¢;) € p} do
9: RHS = RHS + EQ(%)(TC, re) +C(qj,7e)

10 end for

11 T=LHS+RHS+Y, c. L2 (re,re)

12 if T < Tonin then Found a better cut?
13: Tmin =T, Split = sy

14: end if

15: end for

16: return (Split, Trnin)

17: end procedure

4. SOLUTION APPROACH

Edge cuts are locations in the path where the queries can
be split between the edge and the Cloud resources. The
EDGECUTDETECTION algorithm (omitted for brevity) scans
every stream in the path and decide if it is a candidate for a
split. It recursively identifies consistent edge cut candidates
in the path, starting with a cut that can happen prior to
the source queries (i.e., the entire pipeline is executed fully
on the Cloud) to a cut after the sink query (pipeline runs
entirely on the edge). The algorithm further limits cuts to
those that satisfy the privacy constraints on the streams,
by forcing anonymized queries to be on the edge (left hand
side, or LHS) or the Cloud (RHS) as needed. Each edge
cut includes one or more streams, and the cuts are stored
in EdgeCuts| ], an array of linked lists, when every item in
the linked list represents a stream in the edge cut. If the
linked lists has only one item, it is a cut of a sequential path
segment, and multiple items indicate cuts across parallel
segments, one item per parallel segment.

We propose two algorithms SPLITBRUTEFORCE (Alg. 1)
and SPLITDP (Alg. 2) to obtain the optimal split that min-
imizes the makespan. SPLITBRUTEFORCE computes T at
all candidate edge cuts by calculating each of their compute
times on the edge and the Cloud, and the latency to transfer
output events from the edge to the Cloud. It then picks the
cut with the least 7. While tractable for short pipelines, its
time complexity is O(|S|?) for even sequential pipelines.

SPLITDP uses Dynamic Programming to compute the T
assuming the pipeline fully runs in the Cloud, and incre-
mentally moves one query at a time to the edge. It uses
memoize to store previously computed values of T for edge
cuts, and reuses it to truncate the computation for incre-
mentally longer cuts. This has a time complexity of O(]S]).

5. FUTURE WORK

As part of future work, we propose to extend the formal-
ization by allowing multiple edge devices and Cloud VMs
for a single pipeline, and using an edge device’s power level
and efficiency as a QoS factor. We can also introduce ad
hoc anonymization queries for better privacy control, and
allow fine-grained partitioning of a single CEP query rather
than between CEP queries. We will also explore additional
solutions to the optimization problem, including those that
allow dynamic repartitioning based on changing conditions
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1: procedure SPLITDP(EdgeCut EdgeCuts[ ], p, Q)

2: n = S1ZEOF(EdgeCuts), T[] = float[l..n]
3: T[] =32, Clai,me) Run fully on Cloud
4: prev =1
5: Define UPDATE(prev) : T[i] = T[prev] — C(gq;,re)+
C(gj,re)+LYN%) (ro 7.) Incremental update
6: for : =1ton do
7 si = {(q;, qx) € EdgeCuts| ]
8: if ISSEQSEG(s;) then Cut Sequential
9: UPDATE(prev) Move q; to edge
10: else Cut Parallel
11: if s;andsprevhavesameparentstream then
12: UPDATE(prev)
13: else
14: ancestor = FIND(EdgeCuts,
Parent stream sharing suffix edge cuts)
15: UPDATE(ancestor)
16: end if
17: end if
18: prev =1
19: end for
20: return (EdgeCuts[INDEXOF(MIN(T"))], MIN(T))

21: end procedure

and user needs. The proposed solutions need to be evalu-
ated for practical feasibility and scalability through empiri-
cal benchmarks.
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ABSTRACT

During exploratory data analysis in a variety of domains
we have found it useful to summarize the available data via
sets of rules and their exceptions. Often, a practitioner is
interested in exploring more than one such summary before
settling on any single explanation. It is important for each
summary to be succinct, cover a significant fraction of the
data as well as highlight rules enjoying high confidence, sup-
port and lift. It is often difficult to achieve all these objec-
tives simultaneously, and retain a meaningful dialogue with
the user. To help achieve these goals, we have found it useful
to combine some existing tools for data analysis: association
rule-mining to find broad patterns in the data; clustering to
group these patterns into similar sets; exception-mining to
find deviations from the patterns; and a coverage-based ex-
traction of explanations for the data. We demonstrate how
a combination of these methods can be used for exploratory
data analysis on both synthetic and industrial data sets for
which we derived interesting insights.

1. INTRODUCTION

During exploratory analysis we often seek the causes or
effects of specific situations, such as the kind of consumers
who often use a particular product feature, the situations in
which a vehicle heats up, or how an engine behaves when
under heavy load. In such cases rule-based explanations are
easy to understand and therefore desirable. Practitioners
often want:

Alternatives: To automatically identify alternative descrip-
tions for a subset of data; (or at least, different patterns that
roughly describe the same subset of data);
Comprehensibility: To ensure that the descriptions found
are meaningful, given what is already known;
Explanations: To extract from the descriptions, one or
more combinations that can adequately “explain” the data;
Deviations: To understand outliers to these explanations.

With rules as a representation language, most coverage-
based methods do not allow a user access to alternative de-
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scriptions. Instead, a greedy procedure is usually adopted,
in which the next best rule is found, the corresponding data
explained (“covered”) is removed from further consideration,
and the process is repeated. This results in a single expla-
nation of the data. So, while they satisfy the “Explanation”
requirement by constructing one explanation for the data,
they typically do not present any solutions to finding alter-
natives or deviations. Comprehensibility may follow if the
rules do not represent overly complex concepts.!

Although association rule mining [1] is particularly a widely
used approach for finding patterns in data, by itself it will
not satisfy any of the requirements of a practitioner, as de-
scribed above, since it is simply aimed at finding patterns
that exist in the data. Nevertheless, in conjunction with
other techniques, some useful headway can be made. For
example, clustering of association rules has been proposed
to group similar sets of rules [7, 8, 11, 16, 18, 20], thus
addressing the requirement of “Alternatives” above. Excep-
tion mining in conjunction with association rules has been
proposed as a way of identifying comprehensible association
rules and deviations from them [4, 5, 12, 17, 20].

It would appear that a combination of the methods de-
scribed may result in a tool that could satisfy each of the re-
quirements listed. In this paper we describe a tool of such a
kind. ACRE (Alternating Covers of Rules and Exceptions),
uses a combination of association-rule mining, clustering,
and exception-mining to allow us to address the “Alterna-
tives”, “Comprehensibility” and “Deviations” requirement.
In addition, it allows multiple rule-sets to be extracted, us-
ing a coverage-based approach (the “Explanation” need).

The basic procedure is as follows. ACRE first computes
a rule set via association rule mining. Many of these rules
usually overlap with each other, i.e., they cover many of the
same data instances. ACRE clusters the rules based on their
mutual overlap. Each cluster of rules thus roughly covers
the same subset of the data. Whenever an explanation is
sought for the entire dataset, a rule is selected in turn from
each cluster until no further rules are required, or possible.
By altering the choice of the rule chosen from each cluster,
ACRE is able to provide alternative explanations for the
same dataset. For each rule, ACRE is also able to identify
exceptions in the data. These data instances can then be
analyzed by ACRE in the same manner as before, namely
using association rule-mining, clustering, explanation and,
if needed, further levels of exception-mining.

From the user’s viewpoint, we expect ACRE to be used

!The work of Srinivasan et al [15] is an example of a covering
procedure that also highlights deviations.



as follows. The user identifies a data set for exploratory
analysis. Data analysis is selection of rules iteratively from
clusters found by ACRE, and examination of exceptions un-
til a satisfactory set of patterns are found.

In the sections that follow we summarize the related work
on clustering of association rules as well as exception min-
ing and then describe ACRE. We present our results qual-
itatively using our previous technique [14] for visualizing
interactively, rules and exceptions as well as quantitatively
in terms of Fl-measure, both for ACRE as well as standard
rule-based classifier (CN2, [3]).

2. RELATED WORK

Rule Summarization: Pruning and grouping association
rules using clustering was introduced in [18]. A rule cover is
a subset of rules that covers almost all data instances as the
original set. In [16] a normalized distance metric (different
from ours) is used to cluster association rules along with self
organizing feature maps. These two approaches are similar
to our approach, however, they do not augment the rules
with exceptions. Rule-templates [6] can be used to select
interesting rules from a larger set, based on user-defined cri-
teria. [11] prunes a rule set by removing the insignificant
ones, and then finds a special subset called Direct Setting
(DS) rules to form a summary; however, DS-rules do not
include rule-exceptions as we do. A technique similar to
ACRE was used in [19] for summarizing a collection of fre-
quent itemsets, using K representatives by clustering them
to create a pattern profile representing sets of similar fre-
quent itemsets. [8] introduces a technique for clustering as-
sociation rules using a geometric-based algorithm. However,
both these approaches filter rules based on the pattern of the
clustered frequent itemsets, rather than coverage.
Exception Mining: Deviation analysis was used in [12]
to identify interesting exceptions and explore reliable ones;
[5] used information theory measures and evaluated excep-
tions based on the common sense rules, negative association
rules were used in [4] to find exceptions and [17] used an
autonomous probabilistic model to find out exceptions and
common sense rule pairs with high confidence. However,
mining of exceptions, and pruning of association rules have
always been separate areas of research. We have combined
both these techniques so as to derive a hierarchical sum-
mary that alternates between small sets of covering rules
and their exceptions to provide a succinct summary for a
desired consequent of interest. An approach similar to ours
has also been used in [20] to find useful association rules and
exceptional association rules for each of them, however, they
do not cluster rules or exceptions to offer choices as we do.
Finally, [13, 10] find ‘unexpected’ rules that are exceptions
to user-supplied existing knowledge about the domain.

3. ACRE ALGORITHM

Each data instance is called a transaction that contains
one or more items from a set of items I = {i1,2....... yin}:
For example each survey response is a transaction, in which
items are the customer’s responses to each question asked.
In multi-sensor data, each time step is a transaction with the
individual values of different sensors forming items, after
suitable discretization. A subset of I is referred to as an
itemset; frequent itemsets are those that occur more often
than others. Each frequent itemset, say {X,y}, may form

106

a rule r for a pre-determined ‘consequent of interest’ (COI)
y, with the subset of items (X) as antecedent, i.e., X — y.
The support of a rule S(r) is the percentage of transac-
tions that contain all items in (X Uy). The confidence of a
rule C(r) is P(y|X). Further, lift of a rule is a measure of
its interestingness and is the ratio of its confidence and the
probability of consequent, i.e., L(r) = P(y|X)/P(y).

Since confidence is not usually equal to one, we also at-
tempt to find patterns in the subset of transactions satisfy-
ing the antecedents of a rule. Such rules, ie., X,Z — -y,
are called exceptions of the main rule X — y.

The coverage of a rule is p(r) = P(XUy)/P(y), indicating
the percentage of transactions where the rule is satisfied, out
of those that contain the consequent of interest y. However,
rules can overlap in the data, so the coverage of multiple
rules may be far less than the sum of their coverages.

Given a set of rules R = {r1,r2,...,7~} having common
consequent (y), we define Rule cover Reo = {ri,r2,...,Tx}
as a subset of R, which cover almost the same set of transac-
tions as covered by R. We quantify the degree of overlap O;;

min(S(ry),S(r;)) " A dis

tance measure d;; between a pair of rules {r;,r;} is defined
as dijj; = ﬁ (k = .01 is a small constant).
ij

between two rules {r;,r;} as O;; =

ACRE: consists of data processing steps that are per-
formed for data understanding at two levels, to generate
alternative yet ‘coverage equivalent’ rule-exception covers.
Data Processing:

Step-1: Rule Generation, we generate a set of rules R
for a COI with support > 75, and confidence > 7, using
frequent itemsets derived by PFP-growth algorithm [9].
Step-2: Rule Cover: We find a rule cover from R, such
that the cumulative coverage of the rule cover R, is at-least
7-%. For this we scan the rules in R in descending order of
support, and add them to rule cover R., until 7% of the
transactions containing C'OI are covered, or top-K rules are
included in R.,, whichever comes first.

Step-3: Rule Clustering: The rules in R, are clustered
based on overlap using the distance measure d;; using DB-
SCAN (optimizing parameters using gradient descent).
Multilevel Data Understanding:

At Level 1, steps 1-3 are performed on the entire set of
transactions, yielding a set of rules R. Using an interactive
rule visualization such as VARC [14], the user chooses one
rule from each cluster. At Level-2, we repeat steps 1-3 for
the set of transactions covered by the antecedents of each
rule in R, however, this time we use -y as the COI. This
yields a set of exceptions for every rule in R. Note that
the confidence threshold used for mining exceptions for rule
r: X —yis e = (100 + Ac — C(r)), where Ac is called the
confidence gap: For example, consider using a gap of 20% - if
r has 85% confidence, 15% of the time we anyway expect —y
when X is true, so we would consider any exception implying
—y as significant if it had a confidence of even 35%.

4. RESULTS AND EVALUATION

We distinguish between two ways of using ACRE: in batch
mode, at each level, we choose the highest support rule from
each cluster, in interactive mode, the user interactively
chooses alternative rules from each cluster (at each level)
thereby allowing many equivalent alternating rule-exception
covers to be examined. We expect batch mode to be more
useful for data sets that have relatively few items. In higher
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Figure 1: VARC depiction of a Sensor-I rule
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Figure 2: Precision, Recall and F1-measure graph for Mushroom, Car-Survey, Sensor-I, and Sensor-II datasets
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dimensional spaces, an interactive mode is expected to be
more useful because one is more likely to find relatively dis-
joint rules that nevertheless overlap in the data. However,
in such cases frequent itemset mining itself has performance
challenges (which, to our knowledge, remains an open prob-
lem). Here we present the results for batch mode on rela-
tively narrow data.

We used the standard public Mushroom dataset [2] (poi-
sonous vs non-poisonous mushrooms), as well as three real-
life datasets: Car-survey, which captures customer driving
patterns as well as usage of special vehicle features, and
two vehicular sensor datasets: Sensor-I and Sensor-II. The
Car-survey dataset has 1,153 transactions with 17 attributes
while Sensor-I has 1,603 transactions with 18 attributes and
Sensor-1II has 54,565 transactions with 14 attributes.

ACRE requires input parameters such as minimum sup-
port threshold 75, minimum confidence threshold 7, cover-
age percentage 7., top-K rules K, and Ac. We used 7, as
70% in general, unless the class-probability of the COI is
greater, in which case 7, = COI iqssProbapitity + 10. For top
rules 7. = 90% and K = 200 in case if the required coverage
is not achieved. However, for discovering exceptions we set
7. = 75% and Ac = 20%.

Figure 1 depicts one of the rules discovered for Sensor-
I data using the VARC visualization [14]. Our real-life
datasets are proprietary, so the actual items are masked.
Using 15 car-survey rules we described 40% of customers
who used a particular enhanced mode based on their driv-
ing. Four Sensor-I rules described the effect of highly load-
ing an engine, and one Sensor-1I rule (with four exceptions)
causally explained high-temperature situations.

Even though our goal is data-understanding rather than
classification accuracy; still we can use F1-measure for quan-
titative evaluation from an IR perspective, i.e., balancing
precision vs. recall of the consequent of interest. Figure 2
shows the F1-measure obtained by ACRE, both for top-level
rules alone as well as rules+exceptions. These are compared
with the top association rules as well as rules obtained using
CN2 [3]. (Rule-sets are ordered similarly for a fair compari-
son, i.e., the best n rules in terms of F1-measure are chosen.)

Notice that ACRE has been always as good as CN2 (for
Mushroom and Car-survey), at least for the succinct expla-
nation it provides. Further, ACRE provides a markedly bet-
ter Fl-measure than CN2 for Sensor-I and Sensor-II. Next,
notice how exceptions improve precision while reducing cov-
erage somewhat. Thus, if coverage is more important top-
level ACRE rules can be used without exceptions if their
precision is deemed adequate. At the same time, their ex-
ceptions are always available for a deeper explanation that
also improves precision, albeit affecting recall to some ex-
tent.

S. CONCLUSIONS

We have described ACRE, a technique for computing a set
of rules and their exceptions that achieves high coverage of a
desired consequent of interest as well as reasonable precision.
ACRE clusters association rules at two levels to minimize
inter-rule overlaps. Experimental results show that ACRE
provides a succinct explanation with an adequately higher
Fl-measure, and is found to be as good or better than CN2
especially on our real-life data. Further, ACRE naturally en-
ables qualitatively alternative yet quantitatively equivalent
rule-exception covers by allowing for choosing different rule
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sets from each cluster of rules, at each level, thus allowing
for more interactive and effective use in practice.
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ABSTRACT

Feature Selection in large multi-dimensional data sets is be-
coming increasingly important for several real world appli-
cations. One such application, used by network administra-
tors, is Network Intrusion Detection. The major problem
with anomaly based intrusion detection systems is high num-
ber of false positives. Motivated by such a requirement, we
propose sv(M)kmeans: a two step hybrid feature selection
technique. The proposed technique applies classification on
false-positives and true positives; and on false-positives and
true-negatives after an initial round of clustering. Specifi-
cally, SVM-RFE is applied on the results obtains from MK-
Means. sv(M)kmeans is evaluated for its real world appli-
cability using the benchmark NSL-KDD data set. We show
the feature subset to significantly reduce the false positive
rate and increase the accuracy in network anomaly detec-
tion.

Categories and Subject Descriptors

1.5.2 [PATTERN RECOGNITION]: Design Methodol-
ogy— Feature evaluation and selection

Keywords

feature selection, false-positive, intrusion detection

1. INTRODUCTION

Feature selection is an active area of research in the do-
mains that require the use of data-sets with tens or hun-
dreds of features. In his work ”Statistical Modeling: The
Two Cultures” [1], Breiman refers to the Rashomon Effect
derived from a Japanese movie in which four different wit-
nesses, from different vantage points, report the same facts
in court but with different stories of what happened. The

*This work was completed while the authors were full-time
undergraduate students.
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same is true for features in a data-set. The objective of
feature selection is to extract a faster and more relevant fea-
ture subset that gives a better understanding of the data
generation process, with little or no reduction in the overall
predictive performance.

With the use of advanced data mining techniques, anomaly
based intrusion detection systems (IDS) are able to prevent
intrusions with little human intervention. However, high
number of false positives wastes a lot of time and effort of
network administrators.

False Positives or False Alarms are legitimate activities
that IDS detects as malicious. The primary role of IDS is
to detect a substantial percentage of intrusions, with false
positive rate at an acceptable level. In real environments
IDS throw an abundance of alerts, most of them being false
positives. High number of false positives wastes a lot of time
and effort of network administrators.

Most clustering and classification algorithms suffer from
problems such as computational complexity, over-fitting etc.
Ensemble learning is a popular approach to reduce the effect
of these common problems. Ensemble approaches work on a
simple intuitive idea of a group of experts working together
on a problem. A group of experts with diverse experience in
solving a problem will have a higher probability of arriving
at an acceptable solution than a single expert. We used the
same idea to experiment with a hybrid approach for feature
selection using two distinct approaches.

To address these problems, we present sv(M)kmeans: a
two step hybrid feature selection technique. The proposed
technique applies classification on false-positives and true
positives; and on false-positives and true-negatives after an
initial round of clustering.

The key contributions of this paper are:

e sv(M)kmeans helps in reducing the false positive rate
in anomaly based network intrusion detection systems.

e The reduced feature subset obtained through sv(M)kmeans

helps in faster execution of MK-Means algorithm.

e Validation of the proposed technique using the bench-
mark NSL-KDD data set.

2. BACKGROUND AND RELATED WORK

Several studies involving hybrid clustering and classifica-
tion approaches have been conducted previously. Vibha et
al.[8] proposed a combined classification based on clustering
for multispectral LANDSAT images for soil mining. In the



True Positives

)

Top (n/2) features

Training

SVM-RFE

Reduced Feature
Subset

T reduced to Top (n/2)

Datg (m WMK-Means False Positives
with
n-features

SVM-RFE

features of two clusters

True Negatives ],

Bottom (n/2)
features

Figure 1: sv(M)kmeans: A two step hybrid feature selection technique

context of intrusion detection, Singh et al.[6] used a hybrid
approach with a collective goal of reducing false positive
rate and detection of previously unknown attacks. More re-
cently, Li et al. [4] presented a clustering, ant-colony and
SVM hybrid to incrementally remove features for intrusion
detection. Ravale [5] proposed a similar K-Means - SVM
hybrid feature selection by training a SVM classifier on the
results of clustering.

We propose a two step hybrid methodology making use of
MK-Means[2] and SVM-RFE[3] feature selection algorithms
that helps to reduce the false positive rate in an IDS. Our
work is significantly different from previous studies in sev-
eral ways. The primary objective of our work is substantial
reduction in the false positive rate of intrusion detection
systems. Algorithms used to reduce false positive rate gen-
erally increase the false negative rate, there by having little
improvement in the accuracy. sv(M)kmeans is experimen-
tally shown to have little effect on the false negative rate,
hence improving the overall accuracy.

2.1 MK-Means

K-Means is a machine learning algorithm used to parti-
tion a data-set into K clusters. The objects assigned to the
resulting clusters have the smallest distance with respect to
the centroid of their clusters. The Euclidean distance is the
most popular measure used with K-Means. A more general
measure is the Minkowski distance which can be considered
as a generalization of both the Euclidean distance and the
Manhattan distance.

d(e,y) = (3 +lww — yol?) /7 (1)

Amorim et al. makes use of the Minkowski measure to cal-
culate the feature weights for each cluster. In order to make
use of the calculated feature weights, the K-Means criteria
is modified as:

K v
Wp(S,C,w) = Z Z Zwivlyw — Cio|?

k=14i€S} v=1

(2)

Feature weights are calculated using EQ (3). This follows
from the idea that features with a small relative dispersion
within a cluster are given a higher weight.

1
Euev[Dkv/DKu}l/(Pfl)

3)

Wiy =
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2.2 SVM-RFE

Support Vector Machines - Recursive Feature Elimination
gives a ranking of features for a problem trained by SVM us-
ing a linear kernel function. After each iteration the feature
with lowest ranking criteria is removed. SVM-RFE uses the
weight magnitude as the ranking criterion.

1. Train an SVM on the training set

2. Order features using weights of the resulting classifier

3.

4. Repeat the process with the training set restricted to
the remaining features

Eliminate features with the smallest weight

3. SVIM)KMEANS

We now present sv(M)kmeans - our two step hybrid fea-
ture selection technique. Figure 1 gives a summary of the
feature selection process. In order to reduce occurrence of
false positives, we use a two step hybrid methodology mak-
ing use of MK-Means and SVM-RFE feature selection al-
gorithms. Algorithm 1 illustrated below is used to obtain
a feature subset that we show to be better predictors and
help reducing the false positive rate.

Algorithm 1 Feature selection using MK-Means and SVM-

RF

: GIVEN Dataset D = {(z;,¢;)|z: € R",c; € {0,1}}

Features F = 1,2,..n

Take Training Data T where T C D and f = F

[U, W] < MK Means(T?,2, Beta, p)

F5 < Top (n/2) features of W1 U Top (n/2) features of

Wa

Compare U and ¢;

TE2, « {(xi,ci)|xi € false — positives}

T7§12> +— {(m, cz)|:m € true — positi?es}

T73 « {(xi, ci)|xi € true — negatives}

. Frp_rp + SVM — RFE(T+%,Tr3)

: Fpp_rn < SVM — RFE(Tp3,Tr3)

: Ftinat < Top (n/2) features of Frp_rp U Bottom (n/2)
features Of FFP—TN

The algorithm requires a labeled data-set D, with class
labels 0 and 1 for normal and anomaly records respectively.
Each record in the data-set is a n-dimensional real vector. In
line 3 we take a subset of data set as training data. We apply
MK-Means function as given in Line 4 on the n-dimensional



Table 1: Summary of the Performance Metrics with Generic Anomalies

Stage #Features Avg FPR(%) Avg Accuracy(%) Min FPR(%) Max Accuracy(%) Execution Time (s)
Initial 41 15.40 83.29 12.90 83.59 5
After MK-Means 39 16.29 85.19 12.32 83.92 5
After SVM-RFE 31 4.10 85.90 3.92 86.99 3
Table 2: Summary of the Performance Metrics with Neptune Anomaly
Stage #Features Avg FPR(%) Avg Accuracy(%) Min FPR(%) Max Accuracy(%) Execution Time (s)
Initial 41 5.88 96.10 4.01 97.99 4
After MK-Means 40 5.76 96.17 4.03 97.78 4
After SVM-RFE 36 3.36 97.46 2.24 98.67 3
data T, specifying the number of clusters (K) the data has Class Attack Type Number of Instances
to be divided into, the weight exponent (Beta) and the dis- Training Test
tance exponent (p). The result is the clustering detail (U), Normal - 67343 9711
and weights of all features in each cluster (W). In Line 5, we Back, Land,
find out top (n/2) features of each cluster and their union Neptune, Pod,
is stored as reduced feature subset (F2). The training data Smurf, Teardrop,
is reduced to the dimensionality of F5. In line 6, we find DOS Mailbomb, 45927 7456
out the records which are detected as false positives, false Processtable,
negatives, true positives and true negatives from U. In lines Udpstorm,
7-9, we store the records detected as false positives, true Apache2, Worm
positives and true negatives respectively. In lines 10-11, we Satan, IPsweep,
run SVM-RFE to find the strongest features that distinguish Nmap,
false positive from true positives and false positive from true Probe Portsweep, 11656 2421
negative respectively. Finally, we take the union of top (n/2) Mscan, Saint
from the result of SVM-RFE on false positive and true posi- Guess_password,
tive and bottom (n/2) from the result of SVM-RFE on false Ftp_write, Imap,
positive and true negative. The rationale behind this be- Phf, Multihop,
ing that we obtain the features that strongly differentiate Warezmaster,
false positives from true positives, and at the same time re- R2L Xlock, Xsnoop, 995 2756
move the features that differentiate false positives from true Snmpguess,
negatives. Snmpgetattack,
Httptunnel,
Sendmail, Named
4. EXPERIMENTAL SETUP B
uffer_overflow,
Loadmodule,
4.1 Data Set U2R Rootkit, Perl, 52 200
KDDCUP’99 is the mostly widely used data set for anomaly Sqlattack,
detection. To solve some of its inherent problems Tavallaee Xterm, Ps

et al.[7] suggested the NSL-KDD data-set. The NSL-KDD
data set has several advantages over the original KDD data
set such as no redundant records in the train and test sets,
the number of selected records from each difficulty level
group inversely proportional to the percentage of records
in the original KDD data set. Table 3 gives a summary
of the data set. The NSL-KDD data includes 41 features
and 5 classes; normal and 4 types of attacks: Dos, Probe,
R2L and U2R. We measure the performance of our proposed
technique using NSL-KDD data-set.

4.2 Analytical Implementation

Experiments were done using R language for statistical
computing version 3.0 on Linux 64-bit platform running on
Intel Core i3 processor 2.4Ghz with 3GB RAM. Amorim
has provided MATLAB implementation of MK-Means algo-
rithm ! which was ported to R language for experimentation.

"http://renatocamorim.com/2012/11/21/minkowski-
weighted-k-means/

Table 3: Overview of the NSL-KDD data set

R implementation of SVM-RFE is available at the Data Min-
ing group webpage 2 of Universidad Catlica de Crdoba. A
hybrid MK-Means SVM-RFE algorithm was implemented
by making use of the aforementioned pieces of codes.

Before applying the proposed algorithm to the dataset all
attributes were normalized to the range 0-1.

5. RESULTS

Table 1 summarizes the performance metrics for data con-
taining 25000 normal and 25000 generic anomaly class records.
Further, Table 2 summarizes the test performed using 25000
records of specific anomaly type (Neptune class) with 25000
normal class records. Initially we start with 41 features in

*http://www.uccor.edu.ar/paginas/seminarios/Software/
SVM_RFE_R_implementation.pdf



the data-set, which are reduced to F» after running MK-
Means. Finally, we have the feature subset Fyinq: obtained
using SVM-RFE. After each stage, we find the performance
metrics by running MK-Means clustering algorithm on the
reduced feature subset.

The results of MK-Means depend on the initial cluster
centroids and number of centroids. We therefore ran each
test 20 times. The average and best results are presented. It
is evident from the experimental results that applying just
MK-Means for feature selection did not yield a significant
improvement. It was after the application of SVM-RFE that
we notice reduction in false positive rate. It may also be
noted that the decrease in false positives was accompanied
by an increase in the overall prediction accuracy; thereby
having little ill-effect on the false negative rate.

The computation time at each iteration is proportional
to the product of the number of entities and the dimension
of the feature space. The execution time for running the
MK-Means algorithm is presented (rounded to the nearest
integer). As evident from the table, the reduced feature
space helps in reduction of the execution of the MK-Means
algorithm, hence an added advantage.

6. CONCLUSION

In this paper, we presented sv(M)kmeans: a two step hy-
brid methodology for feature selection that allows for reduc-
tion in false positive rate in anomaly based network intrusion
detection systems. It is evident from our experiments that
the sv(M)kmeans is effective in reducing the false positive
rate; from 12.9% to 3.92% in case of generic anomaly data
and from 4.01% to 2.34% in case of specific anomaly data for
the best case scenario. Interestingly, the technique reduced
the false positive rate along with an increase in the overall
prediction accuracy, thus having little effect on the false neg-
ative rate. This aspect needs further analysis to establish if
it is true across diverse data sets. Apart from increasing the
prediction accuracy, the reduced feature subset also helps
reducing the execution time of MK-Means algorithm.
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ABSTRACT articles from the same news website are accumulated. In such
A typical news web page consists of news artigkisng with the scenario,. it is possiblg to learn how a website publishes its.own
news article content tags, it also contains ghavigation links news articles. In particular, by analyzing a set of news articles

privacy & copyright information and advertisements. These tags PuPlished by a single news website, we can easily distinguish the
are called as noise tags. Given an online news article in html form,"0iSy and informative content. Existing work [1] and [5] alscsuse
existing works extract articles by discovering informative tags the multiple news articles for ef'f|C|er_1t content extraction, but none
using various heuristic techniques. In this paper, we follow an Of these technique leverages static and dynamic nature of the
alternate approach that removes noise tags from the web page. IR0iS€ content in web pages. .

particular, we define two types of noise contentnely static Given a set of web pag#¥ that are sampled from a singlews

noise contenfind dynamic noise contento be removed from a  Web site N, we develop document object model (DOM) tree
web page. Static noise content is the content which is present i2s€d solution to remove the noise contefitsach web page in

all the article web pages of a same news website, whereas, th&/- Each web page iW is parsed using HTML parser aris
dynamic noise contents are advertisements and irrelevant€Presented as a DOM tree. Figure 1 shows a DOM tree

hyperlinks which keep changing from one article web page to representat!on of a news web page (some details o_mitted) where
another web pageWe present a two-stage approach for each node is an HTML tag. We have some observations based on

identification of static and dynamic noise content. After DOM tree as follows: (1) Some nodes in DOM tree have same

identifying tags witmoise contentwe remove these tags from the ~content in all the news web pages\dffor example Home, name
news webpage and thus only tags with article content will be left f Néws website, copyright, print, follow us, contact us and many
out Experimental studies is domsm news web pages extracted MOre. These content are not r_elevant to article text. We called
from 11 different news websites. Comparison with three well th€se types of nodes &atic Noise TagsThese nodes may be
known open source content extraction techniques our approache'ther text nodes or hyperlink nodes. (2) Other noise nodes in the

suggest around% improvement in recall value with fair F1-score POM tree are hyperlinks. Here some nodes are relevant to the
and precision value compared to best performing content article text content, but most of the nodes are irrelevant. Many of

extraction technique. the irrelevant hyperlinks are generally listed under nodes such as
Recent articles, Mostly Read articles, related news, etc. We call
1. INTRODUCTION these types of nodes Bynamic Noise TagdVe term these tags

Along with increase in publication of online news articles, many as "Dynamic” because information under these tags is not static
news aggregatorsews recommendation and search systems such@cross all news viepagesi.

as Google News, Yahoo News etc. has been evolved which crawls

various news websites and then extract the news content from the

crawled news web pagedowever,news content extraction from !

a web page is not a simple task becauwdeng with the article :

content, news web pages also contaioise in the form of [av_ | [av_]

irrelevant hyperlinks, advertisements, copyright information, etc.

Yi et al. in [1] have also shown that noise can seriously harm the ﬂ ﬂ ﬂ “
®

accuracy of various data mining algorithms that are performed on
news article content. Given online news article in a form of an

html form, existing works extract articles by discovering G [ ][] [
informative tags using various heuristic techniqudg42[7]. In
particular, these heuristic techniques calculate various statistics e ° e °

for each tag present in the web page and then identify the
informative tags. Since, news aggregators crawl new websites

! \ ¢ Figure 1: DOM tree of a news web page
multiple times for durable archival of contents, many news

In this paper, we use a two step approach, namely StaDyNoT, to
Permission to make digital or hard copies of all ot parthis work for removeStatic and Dynamic_Ndse Tags In the first step, we mark
personal or classroom use is granted without fee provideccopies are Static I\Hse @gs by using_set o_f web pages extracted from the

not made or distributed for profit or commercial adege and that - . :
copies bear this notice and the full citation on fin& page. To copy same website. In the second step, we nizykamic noise Tags

otherwise, to republish, to post on servers or tostddute to lists, by applying the common ancestor techniquehgperlink nodes
requires prior specific permission and/or a fee. of DOM tree of the given news web page. Finally, we remove all
The20th International Conference on Management of Da@M®D), noise marked tags and thus only tags with article content will be
17th-19th Dec, 2014 at Hyderabad, India. left on the web page.
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Moreover, existing content extraction techniques output structure and we may not be able to process the tree in subsequent
unformatted text from input web page. These methods cannot bestage.

used to extract structured data from the web pages since ther : :

output looses text formatting such as font-size, bold and italic text,?‘_')’r']_:L Mark S_;Fatlc NOISfe T.agbs il b K
etc. In contrast, instead of unformatted text, our technique sutput IS séage ‘rj]t' Izes a set o eighbor artué)e web pages to mbar
cleaned HTML web pages which retains text formattitfg. static data that are present in a target web page. A target web page

needed, only unformatted text can also be easily extracted from,i,S a page from which we want to extract the articles. By the term
these HTML web pagesBased on exprimental analysis, neighbor article web pag&swe mean the set of news web pages

StaDyNoT achieves an overall average score of 88%, 96% anobelongs t_o the same news website and same category as O.f the
91% for Precision, Recall and F1 respectively, which is target article news web page. For example if the target article
remarkable in comparison with existing NReadability news web page belongs to sports category of CNN, then other

Boilerplate[8] andusTexf3], content extraction techniques news web pages from the ﬁpo_rts category of CNN Wi”,, be
neighbor article web pages. "neighbor article web pages" are

2. RELATED WORK naurally availablein news aggregators systems, as they crawls
Retrieval of noiseless news content has attracted manyMultiple web pages of same websites, Thus we leverage
researcherd[2][3][4][S][6][7][8]. In order to retrieve noiseless availability of multiple news web pages belongs to same news
news content, majority of the existing approaches searches for thévebsite. In Figure 2, we explain the adopted steps in detail. The

article content in the web page and extract it. Compared to this,Proposed algorithm works in two phases. In the first phase, we
our method searches for noise content and remove it. analyze the neighbor article web pages, learn static data and then

Yi etal. in [1] introduces a Site Style tree to capture common- Mark the tags having static data as noise tags.

styles element tags in web pages of a websit€hen by =
identifying common-style they remove noise element tags from Neighbor

N Target article web
web pages. But the noise content on news web pages may no News pages
follow the common style alwayd=an et al. in [2] proposes the Article
detection of "print-link" on the web pages to extract article Web pace
content. But many variations of the print-link representations @P“AS“
males print-link detection a non-trivial problem. A set of rules HTML Leamn Noise
are usedri jusText[3] that classify text blocks as "good" or "bad". parser Static data Marked
The classification is done by applying context-free rules followed DOM Tree
by context-aware rulesThe work in [4] uses text density to o itle ! J Lrwsez l
extract the informative content. Sluban et al. in [5] introduces ﬁ_@mg Mark Static @E@ “
URL tree created using of stream of HTML web pages to extract i I:> Noise Tags |::>

the main content. In [9] a heuristic approach based on text-density - - - - -
and visual importance features of a web page is proposed by Son? Figure 2: The process of markingStatic Noise Tags

et al. for extraction of article content. Bhu et al. in [10] prodase [N particular, we traverse the DOM tree of every article web pages
heuristic based approach which uses "fuzzy association rules” and" neighbor article web pages. While traversal, we extract tag
"sliding window" to extract main text content from web pages. Name, tag attribute and tag data of every node in a DOM tree and
Peters et al. in [6] introduces tag attribute values as new blockPut them into a global hash table using key "tag-name : tag-
feature to improve article extractioECON method by Guo et al. ~ attribute: tag_data” with support value 1. If similar key is already
in [7], works on principle that informative content contains more Presentin the global hash table, then we increment the value by 1.
number of punctuation marks than noise content. Kohlschutter etAt the end, we prepared a hash table having tag information along
al. in [8] proposes the detection of noise (termed as boilerplate) onWith their support count. Finally, we iterate each key-value pair in
the basis of shallow text features, structural features and densitothe hash table and outpaitag having value equals to the number
metric features of text blocks in a web page. NReadabityy ~ ©Of neighbor pageasa Static Noise TagTable 1 lists examples of
tool, which removes clutter from HTML pages by applying Some of the content @tatic Noise Tagmentlfled for the sport
several heuristics on DOM tree, based on textual and structuraicategory of CNN using 10 neighbor articles.

features of web page. Table 1: Example ofStatic Noise Tags

In comparison to the existing methods which are mostly heuristic
based or supervised, we propose a simple, unsupervised and
efficient approach which |everages static and dynamic nature of Terms of service | Privacy guidelines | Ad choices | Advertise with us | License our
noise content for removing noise from news web pages. content | About us | Contact us | Work for us | Help:

Subset of "Static Noise Tags" content of CNN Sports Category

EDITION: INTERNATIONAL U.S. MEXICO ARABIC TV: CNNi CNN en

3. OUR APPROACH StaDyNOT Espaiiol Set edition preference Sign up Log in: Most Popular:

As discussed in the Introduction section, if we can remove both ey s ce podcats [ Blogs | CNN Mobile [ My Profile | E-mail Alerts |
Static Noise &gs andDynamic Mise Tagsfrom news web page CNN Shop | Site map | CNN Partner Hotels:

then only article text content will remain in the web page. Our
approach works in 2 stages: 1) MarkingSihtic Noise &gs 2)
Marking of Dynamic Noise TagNOte that, in each stage we 0I’]|y © 2013 Cable News Network. Turner Broadcasting System, Inc. All Rights Reserved.:
mark the noise tagfut we do not remove noise tags. This is

because removal of certain nodes may distort the DOM tree Once, Static Noise Tagare identified, we traverse DOM tree of
the target web page and mark the node asise tag if the node

matches with any of the identified Static Noise Tag. For marking
! https://github.com/marek-stoj/NReadability atag as noise tag we add a special attribute "NOISE" to the tag.

Comments » SHARE THIS Print Email More sharing Reddit StumbleUpon
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3.2Mark Dynamic Noise Tags 2) A CandidateDynamic Noisés "Dynamic noise Tag"

Now, we have a DOM tree of the target web page in wiistic = If the non-link text count (i.e. number of characters
Noise Tagsare marked. However, we noticed that there are many including spaces) appears in the node is less than the
noise nodes in DOM tree that have dynamic contents. For threshold a. OR )

example, the node related to “Recent News" section contains * f the link fraction of the node, den.oted adly, Is greater
hyperlinks that occur together under a <ul> tag. Such tags have than B. Here,LF, is defined as follow:

high percentage of hyperlink content. We call such type ofdags Link Fraction (LF, ) = Link text count of node n

Dynamic Noise Tagsn Figure 3, we present an example of such Total text count of noden

tag. In this example,ul" node (in dotted ellipse) is identified as Here o and B are threshold values for non-link text (no of
Dynamic Noise TagSome hyperlinks may also occur under characters) and Link Fraction respectively. We empirically
article text nodes, but percentage of hyperlink content is quite low determine the values o.= 50 and = 20.

in such article text nodes Our aim is to identify and mark  This Stagemay re-mark some of the nodes of Stagel, but this
Dynamic Noise Tagis the DOM tree of the target web page does not create any problems.

:'o?h?rﬁl)'-ﬁbzéy;-f 2(div)-O(div)-3(footer)-0(div)-O(div)-4(uI).-O.(Ii.)-a(al).:O(li)-O(a)

: 0(html)-1 (body)-12(div)-O(div)-3(footer)-0(div)-O(div)-4(uI)-0(Ii)-2(ul)=1 (li)-0(a)
Dynamic : .
L L Noi 0(html)-1(body)-12(div)-0(div)-3(footer)-0(div)-0(div)-4(ul)-0(li)-2(ulw2(li)-0
.‘- - .."A/ oise « 0(html)-1(body)-12(div)-0(div)-3(footer)-0(div)-0(div)-4(ul)-0(li) (U):(l) (a)

div div Tag
Iil “ Iﬁl Iﬁl (html)-1(body)-12(div)-0(div)-3(footer)-0(div)-0(div)-4(ul)-0(li)-2(ul): 4
eoohoccccclosccoclocscccccfoses Path-string of “Dynamic Noise Tag” shown in Figure 3

: 0(html)-1 (bodx)-12(div)-O(div)-3(footer)-0(div)-O(div)-4(uI)-0(Ii)-2(ul)=3(li)-0(a)
eeecececcsccese IR NN N AN NREN RN TR NN N

Figure 4: lllustration of identifying Dynamic noise nodes by
LT applying LCA on path-strings

Irrelevant hyperlinks

eccee

3.3 Post processing

After marking ofStatic Noise TagandDynamic Noise Tagwe

are now having a noise marked DOM tree. In post processing we
perform two operations: (Bemove Noise Marked Tags While
marking of S$atic and Dynamic Noise TagDOM tree was
marked by adding a new attribute "NOISE" to the tags. So these
tags can be founty finding the tags having attribute "NOISE"
and removed easily. (ZRemove non-informative Formatting
Tags There are some tags which never carry any informative
‘content in them, because they are used for showing images,
creating form elements, and formatting, styling and other gegpo

in html. So these tags are called a®fifhformative Formatting
Tags". The list of such tags is shown below:
<img>,<link>,<script>,<style>,<noscript>,<embed>,<object>,
<param>,<form>,<input>,<caption>,<meta>,<textarea>.

All the non-informative formatting tags should be removed @lon
with Noise marked tags. Thus after post processing we will have
the DOM tree with article text content only. The html web page of
this DOM tree consists only article content.

Figure 3: lllustrating irrelevant hyperlinks under Dynamic
Noise Tag in part of DOM Tree
We apply Least Common Ancestor (LCAj the output DOM
tree of Stage 1 to find theynamic Noise TagsGiven a DOM
tree, we represent each node with tag "a" (i.e., hyper-linkotag)
path-string. A path-string of a nodaeis a path from root to the
noden in DOM tree along with the position information of each
node on the path. In our case, position information obde is
obtained with respect to its parent. For example, consider a path
string for node with tag "p"
0(html)-1(body)-12(div)-0(divi3(p)
This path string is for representing a "p" tag in @M tree since
it appears last in the string. Value "3" just before "p" in the string
indicates that node "p" is th&4hild of "div" tag which is second
last in the string. This "div" tag is*ichild of its parent "div" tag
which is 13" child of "body" tag and body tag ischild of
"html" tag. Here "html" tag is root tag. The path-strings of tag <a>
in Figure 3 is lllustrated in Figure 4. Note that, the path-strings
shown in Figure 4 are complete however only a partial DOM tree
is shown in Figure 3. As we can see from the Figure 3 ane4, th 4 EXPERIMENTS
Dynamic Noise Tagsre least common ancestor of hyperlink \ya compareour technique "StaDyNot"
nodes. —  (html)-1(body)-12(div)-0(div)-3(footer)-0(div)-0(div)- "Boilerplzfté", JusText, gnd NReaé/abiIity. For Boilerplate,ew
4(uN)-0(li)-2(ul): is the CandidatBynamic Noise Tag have used the "ArticleExtractor Instance” (as suggested by
Thus, after obtaining the set of path-strings for each anchorpgjerine API) for extracting the news articl€ur experiments
(<a>node we identify least common ancestors of discovered ;.o performedon 440 news article web pages having average
path-strings. These least common ancestors are also nodes in &, s size 554 words, collected framdifferent news websites
DOM tree and marked as aadidate Dynamic noise Tag 14 cover the variation of formatting and style of a news website
However, there may be hyperlink nodes inside article text nodes., e have gathered about 10 pages from four categories, such as
So some article text node may be identifiedDymiamic Noise 1, qiness, entertainment, politics and sports of each welsis,
Tagsif we follow only LCA method. To avoid marking nodes j, tota| we have total 11x4x10 web pages. We have manually
related to informative content agnamic Noise Tagwe further prepared the ground truth for each web page in our datasee Whil

apply two simple filtering strategies for each node that are hreparation of our ground truth dataset, along with the article text,
identified as aCandidateDynamic Noise Tagy Least Comion we have also identified the title, author, date and time of
Ancestor method.

1) CandidateDynamic Noise Tawith <p> tag cannot be a ) o
"Dynamic Noise Tdg https://code.google.com/p/boilerpipe/

3 https://code.google.com/p/justext

with three techniques
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Table 2: Comparative study of Article Extraction Techniques:

StaDyNoT, NRedability, Boilerplate and JusText

StaDyNoT NReadabilit:

Boilerplate JusText

News Source

P R F1 P R F1

P R F1 P R F1

Anchorage daily 91.03% | 98.80% | 94.68% 90.82% | 93.11% | 91.69%

74.93% 95.70% | 82.99% 75.05% 90.22% | 80.97%

BostonHerald 90.09% | 97.78% | 93.70% 92.60% | 93.09% | 92.71%

89.37% 94.80% 91.81% 90.79% 87.45% 88.08%

BusinessWeek 92.70% | 95.85% | 94.21% 93.88% | 93.81% | 93.84%

90.82% 90.49% | 90.64% 92.32% 88.29% | 90.18%

DNA India 96.64% | 99.63% | 98.09% 87.42% | 87.04% | 87.16%

97.11% 98.87% 97.94% 92.60% 76.35% 77.85%

Chicago Tribune 90.82% | 96.45% | 93.22% 91.27% | 92.57% | 91.86%

86.67% 88.50% | 87.29% 85.11% 82.34% | 83.55%

CNN 72.93% | 96.40% | 81.82% 80.02% | 91.65% | 84.53%

73.62% 85.47% 78.67% 64.45% 80.70% 69.44%

DailyMirror (UK) 86.24% | 99.19% | 91.26% 77.89% | 79.60% | 78.09%

82.77% 84.90% | 83.05% 86.48% | 47.36% | 49.57%

NDTV 88.34% | 91.03% | 89.56% 89.35% | 87.42% | 88.36%

89.67% 91.18% | 90.36% 86.41% 73.59% | 77.01%

BostonGlobe 90.70% | 94.05% | 90.92% 88.25% | 91.12% | 88.88%

83.89% 79.99% 81.30% 89.12% 87.85% 87.63%

Deccan Chronicle 76.99% | 98.57% | 83.71% 93.28% | 96.34% | 94.74%

84.38% 86.61% | 85.20% 83.06% 91.23% | 81.62%

DenverPost 90.60% | 95.97% | 93.08% 88.40% | 90.04% | 88.93%

89.50% 92.25% 90.72% 66.70% 82.07% 72.93%

Overall Result 87.92% | 96.70% | 91.29% 88.47% | 90.53% | 89.16%

85.70% | 89.89% | 86.92% 82.92% 80.68% | 78.59%

publish as article content. Recall, our algorithm for mariStagic
Noise Tagsuses neighbor article web pages for learniile

from news web pages, while majority
emphasize on identification and extraction of informative content

of other techniques

experimenting in this casee use the news web pages of same Due to different strategy, our approach is able to achieve a recall
category of a news website as "neighbor article web pages". Fowvalue of 96% in experiments. It reflects that output of our

example, To mark t8tic Noise Tagsin sports news article

approach contains all the article content in most of web pages

webpage of Boston herald, we will use 9 other pages from thewith the overall precision of 88% which is quite fair.

sports category of Boston herald as "neighbor article web pages".
Next, we extract articles from each news page and compare it with
ground truth. We have utilized the standard evaluation measures,
specificaly, precision recall and F1-scores were calculated by
comparing the results of each method against the ground truth
dataset. Note that, we have represented ground truth and extracte
article as a bag of words that take into account the frequency of
words without removing any stop-word3able 2 shows the
experiment results of our approach and other techniques.

For each news website, we have compared all the techriques
all the three measures precision (P), recall(R) and F1-score (F1)

100.00%
95.00%
90.00% mStaDyNoT
85.00% - EINReadability
0f -
32'88;’ HBoilerplate
. 0
70.00% - BJusText

F1-Score

Precision Recall

Table 2 and Figure 5 shows summary of results. The results show
average of precision, recall and F1-score values of all categories
in each news website. Starting from poorest performing technique g,
jusTextscored low score in all three measures compared to other 1]
methods. It indicates that simple heuristic based rules do not
perform well on variety of data. Boilerplate technique is not 2]
extracting news title, author name and date-time of publish
information from most of news web pages of DailyMirror(UK),
AnchorageDaily, DeccanChronicle, BostonGlobe, and many other[g]
news web pagesNReadability is closest competitor of our
approach and scored precision value equal to our StaDyNoT
approach, but its recall value is 90%, which is low compared to [4]
our StaDyNoT approaciNReadabilityis not extracting the date-

time and author information from AnchorageDaily, BostonGlobe, [5
BusinessWeek and many other news websites, also many
extracted articles missing some article text contents which affects
its recall value. We can see in Figure 5 that our approach[e]
StaDyNoTperformed well and scored high&st-score, and recall
value. Our approach has scored a significant 6% higher recall[7]
value compared to best performid¢Readability technique.A
good recall value helps web-search-engines for better indeking
extracted news articles.

5. CONCLUSION

In this paper we have proposed an effective approach for cleanin
of news web pages by identifying the noise content on the basis o
its "static" or "dynamic" nature among its neighbor web pages.

(8]

9]

Figure 5. Result comparison among all the techniques
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ABSTRACT lack of transaction support is currently preventing from moving to

NoSQL technologies such as HBase, Cassandra, MongobB  these NoSQL technologies.

becoming popular due to their ability to scale and handle large There are many attempts in academia as well as the open source

Management System (RDBMS). However they lack two major this paper we describe a ninrusive approach to provide
functionalities  provided by traditonal RDBMS namely transaction support for HBase.

“transactional support” and “SQL interface”. Transactions are

designed to maintain database integrity in a known, consistent state2, OUR SOLUTION

by ensuring that interdependent operations on the system completehe design goal for our solution is to develop a-imtrusive
successfully or all the operations are canceled. This paper describegansaction system for HBase. Another aim is to make this solution
a ronvintrusive approach to provide transaction support for HBase portable across different NoSQéchnologies, thus nfunctional

based on optimistic concurrency model. dependency of HBase.
1. INTRODUCTION Our solution provides transaction supipi HBase by leveraging
NoSQL technologies such asHBasg4], Cassandia], theversioning capability in HBase tmplement snapshatolation.

MongoDH[6] are becoming popular due to their ability to scale and Thetransaction functionality is implemented in a highly available
handle large volumes afata at breakthrough levels of cost and centralized transaction server.

query performance. However transaction support is lacking in these
NoSQL products. Without multiow, multirobject transaction
support in NoSQL products, the application has to implement

transactions as part of ibsisiness logic. This makes development
and maintenance of applications complex. Transaction Client PN

The workloads such as online transaction processing (OLTP), event
processing, regime analytics, etc. are characterized as operational |
workload. These workloads typically have stringent requirements
in terms transactional data integrity, ssdcond response time, | ¥
concurrency and availability. With the growing “Internet Of Things
(I0T)” there is a significant increase in number of data generation Figure 1: Architecture
sources, volume of data and the type of the data that needs to be
captured as part of transactions. These geRreration operational Figure 1, illustrates the architecture of the solution. The transaction
applications need transactional support on nstitictured data  client  provides  transaction management APIs  like
types. For example, there are several Web2.0 applications, likebeginTransaction, endTransaction etc. It also extends the generic
“online shopping”, “online gaming”, “online index updates” etc., HBase APIs, like get, put etc. to provide transactional support. The
that require transaction support. transaction client intercepts the HBase APIs from an application to
provide transaction capabilities using the transaction server. It

Seveal of these next generation operational applications will |eyerages the mutiiersioning feature of HBase to writefmocess
benefit from the flexibility in schema, data types and the scalability {ransaction data into HBase tables.

of NoSQL products like HBase, Cassandra and MongoDB. But the
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The transaction server generates the transaction IDs, maintainsipdates the status as aborted. The transaction server sends abort
begin and commit timestamp and manages the state of transactiongnformation to transaction client. The transaction client aborts the

It implements the logic to resolve the conflicts during the transaction and returns to application. The client will not clean up
transactions. The transaction server also implements the logginghe intermediate records. The transaction server takes care of this

and recovery logic. as explained below.

The transaction server maintains a table to track the status of ¢jient | Trancaction Client] Transaction Server| |HBase

transactions. The transaction state can be in (a) begin (b) commit begm:m Begi '
. . : . egin Trx

ready (c) committed (d) aborted. At the beginning of transaction, .

the transaction server generates globally unique traosdbts that Return Txid, LCT I

will have the value less than the epoch value, Janydr970 The )

transaction ID is used as version number for writes (put operation) tget (rkeyl) Get (rKeyl, LCT)

from in-process transactions. The actual timestamps are used as = g ickeyi, vall) Return (rkey1, vall) I

version number to write the committed records. The committed

records will always have the version numbers greater than epoch. tput(rkeyl, val2) put(rkey1, val2, Txid)

We effectively use this data to control the visibility ofprocess T .

writes, thus provide snapshot isolation. commitTransaction | chkConflict (Txid, M_r)

The transaction server maintains the timestamp value of &s# lat Return (Success, CT) ﬂ

committed transaction, which is called as Last Commit Timestamp '

(LCT). The LCT value is asgned as the start time at theginning PR, Ml cn .

of the transaction and is used to defife tsnapshot for the success Update TrxStatus. +

transaction. )

The transaction server maintains all the rfiedirow keys for a
given transaction in an4imemory table. It uses this information to
detect the conflict among concurrent transactions. The transacti
server uses the transaction start time (TS1) and the modified ro
key set (RS1) to identify whetheany transactionghat are
committed after the time TS1 has modified any of the rows in RS1.
If yes it means the transactions are conflicting. In this case the
transaction server marks the transaction for abort.

Figure 2 illustrates the sequence diagram for a successful
orfransaction. During the begin transaction call from application, the
wfransaction client calls transaction server to geh#vetransaction
ID (Txid) and last commit timestamp (LCT). The transaction client
intercepts thétget’ call from the application client (also called as
client), checks for the correspondingcord in its cache, if not
found uses the LCT as timestamp to make “get” call to HBase.
HBase returns the version of the record (rKeyl, vall) that is visible
On receipt of beginTransaction call, the transaction client contactsat timestamd.CT. The client then executes the business logic and
the transaction server to get transaction ID and LCT. The inserts the updated value (val2). The transaction client inserts this
transaction server generates new transaction 1D and adds it into itsecord using the Txid to ensure this intermediate record is not
status table. The transaction client uses the transaction ID as theisible to other transactions. At the time of commit the transaction
timestamp value for intermediate “put” operations. These “put” client sends the modified records set (M_r, in this case only rkey1)
values are also cached in the transaction client. and the Txid to transaction server for detecting conflicts. In this
example, there is no conflict and server returns success with the

new commit timestamp (CT). The transaction clientsuS& for
Jfinal “put” operation and on completion acknowledges transaction

changgs. If the rows are not in the cache, Fhe get anq SCan server. The transaction server updates the transaction status and
operations read the data from HBase table using LCT as timestamp ~1"1he CT becomes the new LCT

value, which indicates the snapshot of the database at the beginning

of the transaction. The transaction client will not delete the intermediate records
inserted with trarection ID as version. The transaction server
implements a "purger thread" to clean up these residual records in
he HBase table. The intermediate records modified by the

While reading data, in “get” and “scan” operations, the transaction
client first looks for the rows in the cache thus it will read its own

At the time of commit the transaction client sends the modified
records to thdransaction server to determine conflicts by other
concurrent transactlons._Th’e transaction server uses the modifie fansaction has to be removed for both committed and aborted
records and the transaction’s start timestamp to determine whethe

ther t " h dified and itted th ransactions. The cleaup logic is same for both cases. The purger
any othertransactions have modified and committed th€ Same roWSy, o5y s in background at specified frequency and deletes the
If there are no conflicts it generates a transaction commit timestam

and sends it back to transaction client. The transaction serverrGSIdual records of the committed and aborted transactions.

updates the status of the transaction to commaitly. The transaction servers implement a heartbeat mechanism to

determine the client failures. If the client fails during the execution

of transaction the server aborts the transaction. If the client fails

eafter the commiteady state and before commit acknowledgement
fhe server makes the final “put” operation for the records modified
by this transaction.

The transaction client performs the final “put” operations using this
commit timestamp. After completing the final “put” operations, the
transaction client acknowledges transaction server and the serv
updates therénsaction status as committed.

The transaction server updates the LCT value with the commit
timestamp of thistransaction. At this point the records are

committed in HBase table and they are visible to other transactions
If it finds any conflicts then it marks the transaction for abort and

The transaction server will be implemented as process pair to
provide high availability. If the primary server fails the backup will
take over.
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The transaction server logs the transaction statkidingorder in the balance never gobelow a minimal value etc. The correctness
which they areokayed for commt into persistent space for of the transactions is measureddajculating the total sum of the
recovery. The key of the records modified by the transaction arevalue in all the accounts.

also logged for the commieady transactions. During the recovery L . . . .
of transaction server it reads the log to determine the transactionThe appllcatlon is tested W'th tW9 d|ﬁerent mOdes' (i) Transaction
status. For the transactiothat are in commiteady state the server mode — vyhereln the application is Imlged W'th, newly deve!opgd
builds the list of records modified by this transaction from the log Transaction Client andses the transaction API's offered by it, (i)

and inserts them into the HBase table with the transactions commitl:g?, Transactg)l?) m%dBe wher_lt_arllnthe an“f_at'on d'riﬁtlﬁ.zses tthe
time. For the improcess transactions it cleans up the intermediate S €xposed Dy Hbase. The applicalionris) wi meren

recods by using the transaction id. configurations by varying (1) Total number of transacti@)srhe
number of simultaneous transactions (or threads).

Our solution is nofintrusive and modular. It is not tightly coupled L . . . .

to HBase implementation. The transactions are supported both forwe have run the appllqatlon withultiple dn"fer.ent \{alues for (i)

the new tables as well as existing tables. The existing Clientnumber ofthreads and (ii) number of transactions in a thread. The

applications must be modifie use the new APIs provided by tablesl and Zhow theesults for multiple threads with each thread

transaction client to support transactions. The solution can be easil)?xecu“ng 100 transactions.
extended to other NoSQL products with minimal changes t0[ Ng_ of | Transfers | Complete |Incomplete Total

transaction client. threads | executed | transfers | transfers Balance
3. EVIDENCE THE SOLUTION WORKS L 100 1o o | Do
. . . . 10 1000 1000 0 99999850
We have implemented the transaction server and transaction client:
100 0995 2006 0 29999750

Tested it with a generic transactional application to validate the

functionality. Tahble 1: Without transactions

No. of | Transfers | Complete |Incomplete| Final Total

Listing 1 and 2 shows the code snippet for a sample HBas threadls Exemﬁs mmsrelg mmsrer: Blahm L&
application and the same application with testi&n support.
10 1000 998 2 100000000
100 9998 2642 357 100000000
HBaseOp() { - , -
Table 2: With transactions
get (row_key1,&val)
val = newVal; /* Change val as per business logic */ The first column represents the number of paralietads; the
put (row_key1,val); } second column indicates the total number of transaction that is

tried. As mentioned earlier each thread runs 100 transactions. If the

random number generator generates the same number for both debit
and credit accounts then that transaction is not tried. Hence we see
the value in this column to be less than the expected value for some

cases- example row 3 (with transactions) has the value of 9998

/[ Can lead to wrong results in multi-threaded environment

Listing 1: Code sample without transaction support

HBaseOp() { instead of 10000. Third column indicates the number of completed
trxH = new ClientTM(); transfers in case of default HBaaed the number of committed
trxH.beginTransaction(); transactions in the case of HBase The fourth column provides

trxH.tget (row key1 &val) /*t tional get */ the number of failed transfers in the default HBase and number of
FAINESTON_ KOy L oV L |0_na ge i aborted transactions in the case of HBase. The fifth column
val = new_val ; /* Change val as per business logic */ provides the total sum of balancesll the accounts.

trxH.tput (row_key1, val); /* transactional put */ As we can see form the table 1, there are inconsistencies in default

trxH.commitTransaction(); } HBase when run with parallel threads. The final balance is not same
o ] ) as the original and indicates the data loss/corruption due to failures.
Listing 2: Code sample with transaction support In case of “with transactis” (table 2) the transaction support

The transactional application creates an instance of transactiorguarantees the consistency and we always get the correct balance.
client (TClient) and uses the methods exposed by it to create andVe also see some failed transactions, indicated by “incomplete
commit the transaction. transfers” column, which are due to the conflicts.

Also it uses the “get” and “ptimethods extended by transaction 4. COMPETITIVE APPROACHES

client. Without.transaction support.the sample application producesthere are few tlempts to provide transaction support for HBase.
wrong results in mukthreaded environment. They fall into two main categories. One approach is to implement
To validate this we have developed a sample debit/credit the transaction support on client side. HAEIdand HBaseS|2]
application. Thepplication operates on a singteaunts table that ~ are two examples of this. They rely on additional metadata tables
contains the account identifieand the balance amount. The beingcreated in HBase.

application transaction (a) deducts a fixachount from one  yagid [1] is implemented as client library. It modifies the user
randomly selected account and (b) deposits the same aimount aples in HBase to store additional metadata related to transaction

another randomly selected account. The application dose managementConcurrency issues are handled at the client library
basic checks$o ensure the debit and credit accounts are different, by using the metadata information stohediser tables.
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HBaseSI[2] is a c!ient library _that maintains sp_ecial tables in 5. Conclusion

HBase for supporting transactions. The transaction managemen{ye have presented a reliable and efficient implementation of
logic is implemented in the client side based on the metadata inynsaction support library for HBase which is siotusive in

HBase tables. nature. The approach does not need any changes to HBase schema
The other approach is to implement a centralized transaction serverOr tables. It is implemented as a light weight centralized transacti
Omid [3][7] is an example of this, which is quite similar to our Server which provides the transaction management, conflict
approach. Omid uses “transaction status Oracle” to manage théletection, logging and recoyeservices. A light weight transaction

transactions. Omid caches the transaction metadata onsidierio client library exposes the transaction support to users through
improve the performance. This results in multiple copies of fransactional APIs. We have evaluated the approach for

metadata and increases the data traffic between client and servefOITedness. . o

Also maintaining the metadata adds additional overhead. The OmigAS next steps we will measure the performance implications of the
clients cache the intermediate modification and hence need largeP€Wly introduced transaction server and optimize it for both the
memory for long running transaction. This helps them to reduce thelatency and througput.

number of “put” operations.

HBaseTrx [8] was another open source attempt from Apache 6. References

group to support transactions for HBase, which was later [1] Mederos, A.:HAcid: A lightweight transaction system for

discontinued. HBas&rx is tightly coupled to HBase and hence HBase. Master's Thes Espoo, September 24, 2012, Aalto

leverages the HBase code for transaction management andNiversity, School of Sciemc Degree progranof Computer

recovery. The concurrency is handled by HB&seserver library, Science and Engineering

which is implemented as an.e>.<tension to HBase Regioa table [2] zhang, C., Sterck, H.D..HBaseSl: Muitw distributed

3 summarizes the characteristics of esidne solution. transactions with strong snapshot isolation on clouds, Scalable
Computing: Pactice and Experience, Scientific International

Table 3: Comparison Table Journal for parallel and Distributed computing, Vol 12, No 2, 2011

[3] Ferro, D.G.:Omid:Efficient Transaction Management and
Incremental Processing for HBase, Yahoo.Inc.

[4] HBase: http://hbase.apache.org/
odifications to HBase Schema No Yes No No No
T —— Yo Yes Yes m Yo [5] Cassandra: http://cassandra.apache.org/
odifications to HBase code No No No Yes No [6] MongoDB: http://www.mongodb.org/
ensip\lty{fo other oo seiuti 2 Lo il 12 [7] Junqueira, F., Reed, B., Yabandeh, M.:L-frdle Transactional
alized Serve Yes No No No Yes Support for Largescale Storage Systems:I[EEE/IFIP 41st
on intelligence Server Clent | Clent [ Server [ Server International Cordrence, Dependable systems and Networks
S o " Server side. " Workshop, Pages 17831, June 2011.
Recove thewALto  Lsoection [specied Uses Hse Specfied [8] HBasetrx, https://github.com/hbagex, Git-Hub.
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ABSTRACT

This paper presents Hades, a Hadoop-based framework for
detection of P2P botnets in an enterprise-level network,
which is distributed and scalable by design. The contri-
butions of this work are two-fold: Firstly, our work uses
the Hadoop-ecosystem to adopt a ‘host-aggregation based’
approach which aggregates behavioral metrics for each Peer-
to-Peer (P2P) host seen in network communications, and
uses them to distinguish between benign P2P hosts and
hosts infected by P2P botnets. Secondly, we propose a
distributed data-collection architecture which can monitor
inside-to-inside LAN traffic, as opposed to relying solely
on the NetFlow information available at a backbone router
which cannot see the LAN communications happening in
the network.

1. INTRODUCTION

In the past few years, botnets have emerged as the largest
threat to modern networks. With enterprise-level networks
regularly generating billions of events and gathering Ter-
abytes of data each day, tracking malicious activity inside a
network is nothing less than the proverbial needle in the
haystack problem. The evolution of Peer-to-Peer (P2P)
based botnets, which have a distributed and decentralized
architecture, has created further challenges in their detec-
tion.

Traditional methods of botnet detection used signature-
based or port-based approaches [11]. Such techniques were
rendered useless by botnets which did not operate over fixed
ports or used encryption. Although a lot of research has
gone into detection and take-down of botnets (P2P or other-
wise), not much work has been seen which identifies botnets
based on their network behavior.

Detecting P2P botnets is a challenging task because P2P
botnet traffic can very easily blend with benign P2P traffic
in a network, like that of Skype, BitTorrent, eMule etc.
Although some past work evaluated the detection of P2P
botnets in Internet traffic [4], the detection of P2P botnets in
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the presence of benign P2P traffic is a challenging scenario.
Furthermore, scalable detection approaches have received
very little attention (such as in [10]).

Most of the previous work utilizing network behavior of
botnets uses the traditional 5-tuple flow-based analysis of
network traces. The ‘flow-based’ approach classifies packets
on the basis of the 5-tuple: source IP, destination IP,
source port, destination port, protocol. Some of the
recent work has used 5-tuple based flow analysis along with
supervised [7] and unsupervised [10] machine learning tech-
niques or other statistical measures [9] in order to separate
P2P botnet traffic from benign traffic.

The ‘flow’ information is typically obtained in the form
of Cisco’s NetFlow (or by using tools like Argus') from a
backbone router of an enterprise. Large-scale networks may
involve multiple border routers. The NetFlow data collected
at one router will not give a complete picture of the commu-
nications which happened to and from the network. A dis-
tributed data collection approach — where data collectors sit
closer to the nodes in the network — can give a much better
view of the communications. Such a distributed approach is
especially beneficial and essential for the detection of smart
P2P bots inside the perimeter of a network, which talk to
each other and send upgrades to themselves on LAN in a
P2P fashion, and limit communication to the outside world
via one or two peers only. The activity of such bots, which
communicate to each other on LAN in a P2P fashion, cannot
be detected by traditional ‘flow-based’ approaches which
only monitor the data crossing the backbone router(s).

Flow-based approaches are known to suffer from another
drawback [6] that many modern P2P applications and P2P
botnets randomize their port numbers and switch their com-
munication between TCP and UDP. The classical ‘flow’ def-
inition relies of port numbers and protocol, and cannot give
the true picture of the communications that the P2P hosts
inside the network are engaged in.

In this work, we present Hades, which is an acronym for
‘Host-aggregation based detection system’ for P2P bot-
nets. Hades utilizes the distributed computing power of the
Hadoop ecosystem to parse large network traces and extract
‘behavioral’ features for every P2P host seen in network
communications. The extracted feature-set is then used to
train supervised machine learning models which can differ-
entiate P2P botnets from P2P applications. Hades does not
require signature-based detection approaches, Deep Packet
Inspection (DPI) or a ‘seed’ information of bots obtained

"http://qosient.com /argus/



from a blacklist of IPs. Hades just relies on the header
information in the network and transport layer, and extracts
statistical features which quantify the ‘P2P’ behavior of
different kinds of P2P applications.

Hades addresses certain limitations of past works and makes
the following contributions:

1. Hades is built on top of the Hadoop ecosystem, which
is a de facto standard for big data analytics. Since
it utilizes the power of distributed computing through
Hadoop [2], Hades is scalable by design.

We propose a distributed data collection architecture
wherein data collectors are distributed at multiple lo-
cations inside an enterprise network and sit close to the
peers, say at an Access switch or a Wi-fi access point.
This approach allows inside-to-inside communication
view, which can be vital for detecting P2P botnets
inside a network which communicate to each other over
LAN.

Hades does not rely on the traditional ‘low’ definition.
We adopt a Host-aggregation based approach which
obtains statistical features per host for all P2P hosts
involved in network communications.

In order to facilitate reproducible research, we also discuss
the implementation aspects of Hades in detail.

2. SYSTEM DESIGN AND IMPLEMENTA-
TION DETAILS

The system design of Hades employs the libpcap library
for collecting and parsing network traces. It utilizes the
Hadoop ecosystem for aggregation of host-based data and
for building scalable models for the detection of P2P bot-
nets. Hades has been implemented on top of the Hadoop
ecosystem with the open-source projects of Apache Hive [§]
and Apache Mahout [1]. The system architecture of Hades
is given in Figure 1.

2.1 Distributed Data Collection

Instead of relying upon NetFlow data obtained at a back-
bone router, Hades proposes a distributed data-collection
technique wherein data collectors sit close to the peers inside
the network perimeter. As mentioned above, this allows
Hades to have a view of the conversations which happen
inside-to-outside (or vice-versa) as well as inside-to-inside.

The implementation of Hades has multiple data collec-
tors distributed inside the network perimeter. The initial
deployment of the system has data collectors deployed at
Wi-fi access points within the University campus of the
authors. The multiple data collectors consist of commodity-
grade hardware machines with 2 GB RAM, 2 CPU cores
and 200 GB of disk space. The Wi-fi access points used are
NetGear N150 and Belkin N150. Each data collector uses
a libpcap library based module to capture traffic in the
form of network traces .pcap files. Each data collector runs
an automated parser module (built with libpcap library
and Python) which parses the network traces and extracts
packet-level features of interest to us. Features are extracted
from the IP header and TCP/UDP header, and no DPI is
required. For this work, the features extracted from each
packet are:

1. Time-stamp of the packet
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5. Transport layer protocol (TCP/UDP)

6. TCP or UDP payload length (as applicable)

The extracted features are stored in a .csv file at each
data collector. Instead of transferring large .pcap files,
these .csv files are periodically transferred from all data
collectors to the Hadoop Distributed File System (HDFS)
[3]. For the purpose of data sanitization, all packets which
are found to mot contain a valid IPv4 header are removed
(E.g- corrupted packets). Presently Hades does not support
IPv6. The present approach of Hades also disregards all
packets corresponding layers below the IP layer, such as
ARP broadcast messages. The implications of this choice
will be further discussed in section 4.

2.2 Host data aggregation

The Hadoop cluster deployed for Hades consists of a ‘name
node’ Virtual Machine with 8 GB RAM, 8 CPU cores and
200 GB disk space, and ten ‘data node’ Virtual Machines,
each having 2 GB RAM, 2 CPU cores and 200 GB of disk
space. Each Virtual Machine runs Ubuntu 12.04 Operating
System.

Packet-level data obtained from multiple data collectors is
aggregated per host for every host seen in network communi-
cation. The packet-level data is stored in Hive in the form of
external tables. Hive commands are written in HQL (Hive
query language) which is very similar to SQL [8]. The Hive
command used to create the table for storing packet-level
data is given here:

CREATE EXTERNAL TABLE packet_data (
timestamp DECIMAL, ip_source STRING,
ip_destination STRING, ttl INT,
proto INT, payload_length INT )

ROW FORMAT DELIMITED FIELDS TERMINATED BY ¢,’

LOCATION ¢/user/hdfs/PacketDump’;



For the task of detecting P2P botnets, we aggregate the
following statistical features over a time-period T (say, one
hour) for every P2P host inside the network:

1. Number of distinct destination hosts contacted:
P2P hosts are involved in sharing content and down-
loading download different chunks of a file from dif-
ferent peers across the globe. A benign P2P host
might be involved in downloading a certain file (or its
chunk) from Adelaide, uploading a file to another peer
at Birmingham, and download music content from a
peer at California. As a normal user of the Internet
engaged in P2P file sharing, a benign P2P host is
expected to contact a number of peers in the different
parts of the world, with no specific pattern involved
in the destinations contacted. Moreover, due to the
sheer size of these networks, most interactions in P2P
file sharing networks are one-time transactions, where
peers who share content with each other may never
interact again. But, the behavior of hosts infected by
P2P botnets gives a contrast. Bot-peers do not engage
in file sharing or downloads. Rather they regularly and
repeatedly contact their set of bot peers to receive or
propagate commands and updates. Thus the number
of unique destination hosts contacted by bot-peers are
expected to be less as compared to benign P2P hosts.

2. The total volume of data sent from the source
host: As stated above, benign P2P hosts are engaged
in file transfers, downloads, uploads etc. whereas bot
hosts are not expected to be engaged in these activi-
ties. The volume of data sent from a benign host is,
quite clearly, expected to be more than the exchange
of data seen at bots which are primarily involved in
exchange of Command & Control information.

3. The average of the TTL value of the packets
sent from the source host: A user of P2P file shar-
ing systems who is involved in downloading some music
content will not bother whether the seeding peers hap-
pen to be from his home country or some other part
of the world. Rather, while the user might himself be
situated in India, he may download one part of the file
from a peer in China, another chunk from a peer in
Holland, and another from a peer in Australia. Since
the file requests of benign P2P users travel all over the
world, these requests typically have high TTL values
associated with them. In contrast, bot hosts tend to
repeatedly contact their set of bot-peers. For the sake
of efficient design and avoiding latency/overheads, bot-
masters would not want their bots to talk to peers
in different parts of the world. Bots are expected to
engage in communication with other bot peers near to
them. This leads to the requests sent by bots having
lower TTL values when compared to requests seen
from benign P2P hosts.

The host-aggregated features described above are stored in
another table:

CREATE TABLE host_data (
host STRING, destinations DECIMAL,
avg_ttl DECIMAL, volume BIGINT )
ROW FORMAT DELIMITED FIELDS TERMINATED BY ¢,°
LINES TERMINATED BY ‘\n’ STORED AS TEXTFILE;
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Figure 2: True Positive rate and False Positive rate
with training and testing data for Random forests
of ten trees

Since the packet-level data arrives from different data col-
lectors periodically, a Hive script is run periodically to con-
vert it into host-aggregated form and store it in the table
host_data created above. The Hive script given below uses
a ‘GROUP BY’ operation to obtain data in host-aggregated
format:

INSERT INTO TABLE host_data

SELECT ip_source, COUNT (DISTINCT ip_destination),
AVG(ttl), SUM(payload_length)

FROM packet_data

GROUP BY ip_source;

2.3 Detecting P2P bots from hosts

The host-based features extracted above are used to train
and test supervised machine learning models. Apache Ma-
hout is used for this purpose. Mahout is a fairly new tool,
and at present does not offer many machine learning algo-
rithms. Further, many of Mahout’s algorithms (for clas-
sification and clustering) do not run as MapReduce jobs.
Parallelized implementations are important for scalability
of Hades over large datasets. Thus, for this work, we stick
to the Random Forest implementation of Mahout which is
a parallelized implementation (in contrast to other imple-
mentations like Linear regression, AdaBoost etc., which are
not). More details on the data used are given in the next
section.

Results generated from Hades can be used to alert a net-
work administrator for suspicious activity in the network,
trigger rules to a Firewall, and/or log or drop botnet traffic.
This way Hades can be used by network administrators as
an assisting tool which is ‘P2P-aware’.

3. EVALUATION AND RESULTS

For evaluation of Hades, we use P2P data obtained from
a recent work at the University of Georgia [7]. Our dataset
consists of network traces of two P2P applications, namely
Vuze and Frostwire, and two P2P botnets, namely Storm
and Waledac. The data of P2P applications was generated
by Rahbarinia et al. by running these applications in their
lab environment for a number of days. The data of P2P



botnets was obtained by them from third-parties, and cor-
responds to real-world traces of these botnets.

The size of this dataset was around 20 GB (14 GB for
Vuze and FrostWire, and 6 GB for Storm and Waledac) in
.pcap format, and around 10.5 GB (6.6 GB for Vuze and
FrostWire, and 3.9 GB for Storm and Waledac) when parsed
to .csv format.

After extracting host-based features from each applica-
tion, we created a ‘labeled’ dataset. Instances belonging
to P2P hosts (Vuze or Frostwire) are labeled ‘benign’, while
the instances belonging to P2P bots (Storm or Waledac) are
labeled 'malicious’. This dataset was split into training and
testing data in 2:1 ratio. With the training data, Random
Forest models were built for different number of trees in each
run. The models were then evaluated for their accuracy with
the test data. Due to limitations of space, we only present
the results for number of trees in the forest equal to 10.
Figure 2 shows the accuracy obtained for the training and
testing data with a Random Forest of 10 trees. Our system
could detect bot-infected hosts with a True Positive rate of
97% and 99%, and a low False Positive rate of 5% and 2%
over training and testing datasets respectively.

4. DISCUSSION & POSSIBLE EVASIONS

It was explained in Section 2 that Hades ignores messages
below the IP layer, such as ARP broadcast messages. Its
implications will be discussed here. In the Introduction, we
argued on the case of ‘smart’ P2P bots which may exchange
C & C with peers on a LAN and limit communication with
the outside world to one or two peers. A bot-master may
also configure such smart bots to utilize protocols lower than
the IP layer — such as ARP messages — to facilitate commu-
nication between the bots on the same LAN. Hades will not
be able to detect the communication of such bots since it
does not deal with those messages in its present approach.
Although no past work has touched upon this issue and no
such botnets are known to exist at present, we argue that
with the evolution of botnet detection mechanisms, bot-
masters will also improvise their botnets in these ways to
make them more efficient and harder to detect.

Further, the present approach of Hades is limited to de-
tection of bots when bots and apps are not running on the
same host. If a host which is running P2P applications is
also infected with a bot, Hades will be unable to correctly
classify it as an infected host.

5. CONCLUSIONS AND FUTURE WORK

This work presented Hades, an approach to collected P2P
data inside a network in a distributed manner, and extract
host-aggregated features to distinguish between P2P ap-
plications and botnets using supervised machine learning
approaches. To the best of our knowledge, Hades is the
first attempt at distributed data collection for the detection
of P2P botnet traffic. The distributed data collection ar-
chitecture proposed by us gives inside-to-inside visibility of
traffic. With such an approach, Hades attempts to target the
detection of ‘smart’ P2P bots. However, such botnets are
not known to exist at present?, and thus no network traces
corresponding to such behavior could be evaluated. We

2With the exception of Stuxnet [5], which we ignore here
since it targets SCADA systems, and evaluating its detection
with Internet traffic would not be possible
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plan to evaluate Hades on such data by generating synthetic
botnet data.
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ABSTRACT

In a collaborative setting, several organizations need to ex-
change data with each other. Trust management is a ma-
jor hindrance for inter-organizational collaborations. Orga-
nizations show reluctance towards replication of data out-
side their own datacenters. This work demonstrates a
distributed trust-based platform for data exchange, called
RootSet, among several collaborating organizations. Root-
Set enables organizations to share data without replication.
It provides credential-based access control to manage data
access by users throughout the platform using access rules.
This work showcases several features of this tool.

Keywords: Knowledge Representation, Collaborative
Data Exchange, Trust Management, Distributed Knowledge
Management

1. INTRODUCTION

Collaborations between organizations frequently occur in
domains like healthcare, agriculture and governance to carry
out variety of tasks. Most of these collaborations involve
trust-based data exchange. While some collaborations may
use open datasets, others may use sensitive, private informa-
tion, especially in case of healthcare projects. TRUMP! is
one such multi-organization healthcare project, which aims
to build a trusted mobile platform for self-management of
chronic illness in rural areas. This initiative requires to min-
imize the risks in sharing private information like health
records[3]. In such cases, collaborators may wish to expose
only specific information that is related to the collabora-
tion. As in case of TRUMP, collaborators may also wish to

http://www. trump-india-uk.org/
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restrict the access to only some other collaborators. Also,
issues like legal compliance and data sensitivity may put
restrictions on physical location of the data, hindering col-
laboration efforts. For example, government organizations
are typically reluctant to replicate data outside the jurisdic-
tion of their nation. This problem of selective data sharing
without replicating data, is a very big impediment in form-
ing many collaborations.

In this paper, we present a distributed trust-based knowl-
edge management framework called RootSet, that enables
users to share data selectively, in a collaborative setting.
RootSet is based on a knowledge model called Many Worlds
on a Frame(MWF)[6], which allows users to store data in-
side a semantic boundary called the world. Data access
is controlled by defining rules on the world. In collabora-
tions, all the collaborators can have their own MWF servers,
which are interconnected to form a distributed MWF grid.
Using it, the collaborators can share their data with other
collaborators, without replicating it out of their data cen-
ters. Many cloud based integrity management solutions like
TrustStore[8] provide a trust-layer over the existing cloud
storage. These cloud storage solutions may not be able to
address the restrictions based on jurisdictions. Therefore,
these may still be unusable for organizations that have a
binding on the physical locations of the datacenters. Root-
Set addresses this problem by distributing the MWEF servers
at the datacenters of collaborators.

The rest of this paper is organized as follows — section 2
describes the RootSet framework, followed by its features in
section 3. Section 4 discusses the implementation in brief,
and section 5 discusses the conclusions and future work.

2. ROOTSET

RootSet has three components — The core MWF model,
the grid manager, and the access manager. MWF is the
context-aware knowledge modelling framework. The grid
manager is responsible for managing the MWEF grid. The
access manager is responsible for managing the credentials
based access control. In this section, we briefly discuss about
each of these components.



2.1 Many Worlds on a Frame(MWF)

Modelling context-sensitive knowledge has been a chal-
lenge for knowledge representation frameworks[6]. The
MWF model addresses this problem by providing semantic
boundary called world, that contains knowledge elements be-
longing to that semantic context. Each world has a type and
a location. The worlds are semantically interconnected to
each other using these type and location hierarchies. These
semantic interconnections form the Frame in MWEF. The
type and the location relationships are transitive, reflex-
ive and anti-symmetric. The type hierarchy captures the
generalization-specialization semantics. Through the type
hierarchy, worlds can inherit properties. The location hier-
archy captures the containment semantics. Thus, through
the location hierarchy, container worlds impose privileges
and control access over all the contained worlds.

Roles and Associations. In MWF, worlds host data in
form of roles, and associations between roles. The roles are
played by role-players, which are other worlds. Associations
represent the relationships between the roles. In figure 1,
Person, Subject and College are worlds. Person plays a role
of Student and Faculty Member in College. Student and
Faculty member roles are associated with each other by the
Teaches association. Roles and associations have attributes
of their own, which form the schema or the structure of a
world. The role players and the associations between them
form the data.

2.2 Distributed MWF

The distributed MWF is a conglomeration of many stand-
alone MWF servers, that are fused together to form a sin-
gle frame that can span over the network. The distributed
MWEF is useful especially in collaborative settings, where
all the collaborators can host their data on their own MWF
servers. The MWF servers can then come together to form a
grid, where each collaborator can decide on their own access
rules to allow users access to their data.

Frame

Figure 2: An MWF Grid

Pods and the MWF Grid. An MWF server is called a Pod.
Each pod ships with its own database, and can connect to a
grid. A grid is a set of MWF pods which are fused together
in one Frame. In the grid, one pod acts as the seed pod.
All other pods connect to the grid using the URI of the seed
pod. This is depicted using figure 2. Other than joining
the grid, no other communication needs to go through the
seed pod. Therefore, the seed pod does not function as a
bottleneck or a single point of failure for the grid.

Home location and Proxy of a World. In a collabora-
tion, worlds may be extended from or placed in other worlds
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which are defined on other pods in the grid. In such sce-
narios, to avoid frequent accesses to the remotely located
worlds, we may need to cache some information related to
the world locally. This locally stored information represents
the prozy of the world. It is a read-only copy of the world,
in which the structure and the privilege information are
cached. It does not cache any data that is stored in the
world. The home location of the world is where the world
can be edited. Any changes to the structure can only be
performed at the home location. Any changes in the type
or location hierarchy can also be done at the home location.
While we can extend a world type from its proxy, we cannot
create a new proxy for an existing proxy. A world has a
unique home location, but may have any number of proxies.
However, each pod may have at most one proxy of a given
world.

Consistency in Distributed MWF. RootSet guarantees
causal consistency on the data. Causal consistency is de-
fined over all the world structures as well as percolation of
privileges across the grid of MWF servers. By causal con-
sistency, we mean that if an event e has occurred before
an event e/ on a world w, then all the proxies of the world
w will also reflect the same consequence in the same order.
For example, if two users v and us simultaneously modify a
world w, and u; revokes privilege of ua to change the world
before uz commits the change, then only changes made by
u1 are committed. The changes made by user uz are not
committed. All proxies of world w are notified of both the
changes, and the changes reflect in the same order at all the
proxies.

2.3 Credentials based access control

Traditionally, trust in terms of data exchange has been
modelled on the basis of access control models. Various ac-
cess control mechanisms including identity-based access[l,
5, 7], role-based access[4], credentials-based access[6] have
been discussed in literature. RootSet provides an access
control mechanism based on the roles played by a user in
different worlds[2]. A detailed comparison between creden-
tials based access control with other access control mech-
anisms is given in [2]. The credentials-based access con-
trol is based on a set of privilege rules[2]. The creden-
tials of a user are the set of roles played by the user in
different worlds. An access rule is defined using a set of
credentials which when satisfied grants a privilege package.
The privilege rules are of the form PrivilegePackage; <+
ri(t1,01),r2(t2,l2), ..., 7n(tn,ln), where r; is a role defined
in a world of type t; and located in world [;. A user satisfies
a privilege rule when his participation set includes all the
r:(ts,1;) tuples for the given privilege rule. On satisfying a
privilege rule, a user gets a privilege package. A privilege
package is a 5-bit binary string. The bits represent, in or-
der, the five operations that a user can perform — Visibility,
Privilege, Frame, Structure and Data. A visibility privilege
grants read-access to a user on a world. Privilege-level privi-
lege grants a user to add, modify or delete the privilege rules
for a world. Frame level privilege grants access to modify
the type and containment lineage, as well as add new worlds
in the containment lineage. Structure level privilege grants
access to add, modify or delete roles and associations in a
world. Data level privilege grants access to add or delete role
instances and association instances. Apart from these, each
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Figure 3: Knowledge aggregation in Worlds

world also has a set of administrators. Administrators have
the all privileges except visibility of data. A world also has
a default rule. Default rule is a rule which is applied when
a user does not satisfy any of the privilege rules defined for
the world.

3. FEATURES

In this section, we discuss the key features of RootSet
that are critical for a collaborative cross domain inter-
organizational data exchange. We outline the planned and
implemented features of RootSet.

Aggregation of Knowledge. A main feature of RootSet is
data aggregation. If a world participates in various other
worlds, it aggregates all the data, and makes it available for
users at one place. This can be seen in figure 3.

Exporting worlds. RootSet provides a mechanism to ex-
port a world in XML and HTML formats. Using this fea-
ture, users can extract context specific data in an aggregated
form. The export utility exports the lineage, structure and
the data contained in the world.

Provenance. RootSet provides a way to trace back all the
changes committed for a world, along with the privilege
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packages used to perform the changes. All the changes are
logged in the database. Thus, a user can look back at the
exact sequence of events to trace back a particular change.

Bulk load. RootSet provides a way to bulk load data and
ontologies. Given mappings for each of the entity types in a
structured file, it has the ability to search for worlds, create
required worlds, and upload data into them. This feature
helps in migrating from an existing ontology based tool onto
RootSet.

4. IMPLEMENTATION

RootSet uses the Model-View-Controller architecture in
its implementation. It’s prototype has been built using the
Ruby on Rails framework. It uses Rails 4 framework and
Ruby 2.1. HTML 5 and the bootstrap Javascript framework
powers its user interface. It also uses d3.js to display charts.
It uses sqlite3 as the database engine. It supports google
authentication. It uses the Apache Solr indexing engine to
locally index the worlds. The Solr server powers a full-text
search capability in the implementation.

5. CONCLUSIONS AND FUTURE WORK

RootSet has been proposed to enhance multi-
organizational collaborations. Some key features have



been discussed. It mainly addresses the problem of sharing
data in a collaborative setting. It nullifies a key challenge
of giving away data outside an organization’s datacenters
for enabling collaborations. Implementing constraint based
data-validation, exporting worlds into standard RDF
representations, and a stronger risk-aware credentials based
authorization are planned for future work.
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ABSTRACT

We report a tool called Akshaya, which implements a frame-
work to mine four types of “general knowledge semantics”
(analytical semantics) from unstructured text. The seman-
tics being mined are - semantic siblings, topical anchors,
topic expansion and topical markers. The framework pro-
vides options to embed more such general knowledge seman-
tic mining algorithms into it. We use a term co-occurrence
graph representation of unstructured text corpora to mine
these semantics relations between terms. The semantic min-
ing algorithms use different graph algorithms like random
walk, graph clustering and so on to mine semantic relations.
The tool can currently read plain text documents and gen-
erate a term co-occurrence graph and perform semantic as-
sociation mining on it.

Keywords: Analytical Semantics, General Knowledge Se-
mantics, Text Semantics, Text Mining, Semantic Siblings,
Topical Anchors, Topic Expansion, Topical Markers

1. INTRODUCTION

Rachakonda et.al [6] have proposed methods to mine four
forms of general knowledge semantic associations from co-
occurrence graphs. Akshaya is a tool developed to build a
comprehensive framework to mine these analytical seman-
tics from a given unstructured text corpus. An example
of an analytical semantics is a semantic relation like “is of
type” which connects a given concept to its type concept.
For example, given a concept like “car”, and asked for its
type, the semantic mining algorithm is expected to generate
“vehicle” as output.

Mining general knowledge semantics has widespread ap-
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plications in health care, patent management, judiciary and
various other domains that deal with textual data. For ex-
ample, it can be used in print media industry to link dif-
ferent documents using labeled semantic relations. We can
link two documents discussing similar topics by a relation
called “discusses similar topics”. Similarly, we can cluster
semantically similar documents using these approaches. We
can use semantic mining to semi-automate the workflows in
all such domains where extensive text data is available.

There have been many attempts to mine such analytical
semantic relationships earlier. The major ones are [2, 3, 4,
5, 6, 7]. We have derived our inspiration to develop Akshaya
from [2, 5, 6]. There are four semantic associations listed
in [6], which form the basis for Akshaya. They are listed
below.

Semantic Siblings is an algorithm which takes a set of
sibling concepts as input and identifies other similar
sibling concepts.

Topical Anchors is an algorithm, which takes a set of con-
cepts as input and produces the concept which repre-
sents the topic of the input.

Topic Expansion generates a hypothetical context, which
captures the predominant sense of the usage of the
given input term in the corpus. It also separates out
different contexts where the term assumes different
meanings.

Topical Markers algorithm takes a concept as input and
generates another term which uniquely and predomi-
nately identifies the input concept.

Table 1 gives hypothetical examples for the input and out-
puts for each semantic relationship mining algorithm. The
detailed explanation of the algorithms can be found in [6].

Akshaya intends to mine these semantic relationships
from unstructured text corpora. It converts the given un-
structured text corpus into a term co-occurrence graph and
runs these semantic mining algorithms for the given input
terms. The semantic relationships between concepts are spe-
cific to the corpus being used. We currently use Wikipedia
corpora of years 2006 and 2011 to mine these semantics.
However, we can also use any other unstructured human
generated corpus for the same.



[ Algorithm [ Input

| Output ‘

Semantic Apple, Orange, Banana Papaya, Mango, Pear, Sweet Lime
Sibling

Semantic Pele, Maradona, Messi, | Beckham, Zidane, Rooney, Kaka
Sibling Ronaldo

Topical Pele, Penalty Shootout, Off- | Football

Anchor side

Topic Tennis Nadal, Court, Wimbledon, Grand
Expansion Slam, Open, Service, Ace, Volley
Topical Cricket Googly

Marker

Table 1: Example Input and Results of the Four Algorithms on a Hypothetical Text Corpus.

2. THE ALGORITHMS

In this section, we briefly describe each semantics associa-
tion mining algorithm. The intention here is not to get into
an in-depth understanding of the algorithms. Instead, we
focus on understanding just the idea behind each algorithm.
The algorithms have been discussed in detail in [6].

Semantic Siblings. The semantic siblings algorithm in-
tends to identify the concepts which play the same role as
the given concepts in given contexts. But the identified con-
cepts are not synonyms of the given concepts. Table 1 shows
two examples of semantic siblings. The core idea behind se-
mantic sibling identification is “replaceability”. A semantic
sibling of given terms can replace them in predominant con-
texts common to the input, without distorting the meaning
of those contexts. For example, in the statement - “Pele
scored a goal”, we can replace Pele with any of Beckham,
Zidane, Rooney, Kaka. Hence, they are all semantic siblings
of Pele. The semantic sibling algorithm attempts to identify
the replaceability for the concepts in corpus. There are two
approaches used to identify the replaceability. The details
of the two algorithms are given in [6].

Topical Anchor. Topical anchor of a set of concepts repre-
sents the topic of the coherent context where the concepts
appear predominantly. Table 1 gives a hypothetical example
of a topical anchor. The topic is the concept whose prob-
ability of generation is the most, in the coherent context
of the given concepts. In other words, topic is the most
central concept to the conversation involving input terms.
For example, if there is a conversation which mentions “glu-
cose, blood sugar, insulin, hypoglycemia”, then the term
“diabetes” becomes the most expected (central) term in
the conversation. Hence, it is the topic of the conversa-
tion. Authors use cash leaking random walk on the term
co-occurrence graph to identify the topic of the given input
concepts. There are three different varieties of the topical
anchors algorithm. The details of the algorithms are given
in [6].

Topic Expansion. Topic expansion is a process of expand-
ing a given concept into different hypothetical contexts
which represent the predominant usage of the concept in
corpus. In text corpus, where polysemy exists, topic ex-
pansion generates many clusters for different senses of input
term. For example, the term “Java” can have two hypothet-
ical topic expansions as given below.
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1. Java, Object Oriented Programming, Class, Object,
Interface, Byte code, JVM, Compiler, ...

2. Java, Jakarta, Javanese, West Java, Central Java, East
Java, Banten, Indonesia, Island, Yawadvipa, Popula-
tion Density, ...

Topic expansion algorithm uses clustering based techniques
on the term co-occurrence graph to generate such clusters of
terms. There are two types of topic expansion algorithms.
The details of the algorithms are given in [6, 2].

Topical Markers. Topical markers of an input concept are
the concepts which are unique to the topic of input and
are very unlikely to be related to other topics. For example,
double fault is a topical marker of tennis. A term t,, which is
well known and is very specifically used with another term ¢
in the corpus becomes the topical marker of ¢. The authors
use HITS algorithm [1] on the term co-occurrence graph
to identify the topical markers. The co-occurrence graph
is duplicated to create a bi-partite graph on which HITS
algorithm is run. The details of the algorithms are given
in [6].

All the above mentioned semantic association mining algo-
rithms require a term co-occurrence graph representation of
unstructured text corpus. They take concepts as input and
generate other concepts which are connected by the men-
tioned association to the input terms.

3. THE TOOL

Akshaya is a library which allows us to perform following
tasks.

1. Load data to create term co-occurrence graph.

2. Query the primitives of co-occurrence graph men-
tioned in [6].

3. Query for the documents containing a given term.

4. Query for the tf-idf scores of a given term for all doc-
uments where it is present.

5. Perform semantic association mining given a set of
terms.

To perform the above mentioned tasks, Akshaya main-
tains two data structures — a term co-occurrence graph and
an inverted index. We extract noun phrases from the text



using statistical noun phrase extraction techniques. The
extracted noun phrases are used to build a co-occurrence
graph as explained in [6]. The graph is used for querying
co-occurrence primitives and also to perform semantic as-
sociation mining. Akshaya maintains an inverted index for
all the documents used to create co-occurrence graph. The
inverted index is used to answer queries related to document
retrieval and tf-idf scores. Akshaya currently supports four
semantic association mining algorithms discussed earlier. It
also allows addition of similar semantic association mining
algorithms, which take a set of terms as input, work on the
term co-occurrence graph and generate terms as output.

Akshaya is a ruby gem shipped with a command line in-
terface. The Agama graph store ! is used to store the co-
occurrence graph. It uses SQLite 2 to store the inverted
index. The Akshaya command line tool lets us run all se-
mantics mining algorithms. Any algorithm bundled in Ak-
shaya can be run using a generic command of the following
form.

$ <algorithm-name> <options> <terms>
An example command to generate topic expansion results
for the term “corpus” is given below.

Stopicexpansion -s fast -d similar -c
wiki2006 corpus
The flag —s fast tells that it should be a fast execution
and -d similar tells that the clusters generated can
be similar. The flag —~c¢ wiki2006 tells the algorithm to
run topic expansion on Wikipedia 2006 corpus. The term
corpus is the query term. Results of topic expansion on
2006 Wikipedia corpus for the term “corpus” are given
below.

1. corpus, habeas corpus, eighth amendment, healthy
americans act, theodore marley brooks, andrew blod-
gett mayfair, patricia savage, william, harper little-
john, section 1983, thomas j. roberts

2. corpus, brown corpus, part-of-speech tagging, george
kingsley zipf, empirical law, derose, ambiguous, native
speaker, word sense disambiguation, parts of speech

3. corpus, hippocratic corpus, hippocratic cap-shaped
bandage, medicine in ancient greece, project hip-
pocrates, risus sardonicus, pyopneumothorax, the hip-
pocrates project, 370 bc, clinical medicine

4. CONCLUSION AND FUTURE WORK

In this work, we have explained a generic semantic as-
sociation mining framework called Akshaya. Akshaya is a
ruby gem, which lets us mine different semantic associations
like semantic siblings, topical anchors, topic expansion and
topical markers. It uses term co-occurrence graph represen-
tation of the given corpus to mine semantics. It also gives
the flexibility to add more such algorithms to the library.
The future work includes adding other semantic mining al-
gorithms like [3]. We also intend to develop this into a com-
plete web application to perform end-to-end tasks — from
corpus upload till semantic association mining.

"https://github.com/arrac/agama
2http://www.sqlite.org/
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ABSTRACT

We report a framework called SortingHat to perform seman-
tic matching between labeled concepts in a partially labeled
corpora such as workflow data. We create a labeled term co-
occurrence graph as the representative data-structure of the
given corpus. The semantic matching between concepts is
performed using a variant of random walk algorithm on the
term co-occurrence graph. The SortingHat system takes a
set of concepts as input and generates a semantically match-
ing set of concepts for them. In this experiment, we use data
from bug tracking system of a large enterprise to demon-
strate the results.

Keywords: Semantic Matching, Labeled Concept Match-
ing, Deep Matching, Text Mining, Concept Matching

1. INTRODUCTION

Semantic matching can be defined as the identification
of semantically related objects of a domain for a given set
of input objects in the same domain based on the latent
semantics. Some examples of such semantic matching prob-
lems and their domains are given in table 1.

Large amounts of textual data like bug tracking system
snapshot, banking customer care logs, and tourist review
logs for the destinations get generated in the above men-
tioned domains. We can use these text corpora to solve
the kind of problems listed in table 1. Solving these prob-
lems help to speed up the processes in many such domains.
Hence, semantic matching is considered an important prob-
lem in text domain.

Semantic matching in text corpora aims to identify set
of semantically related concepts for given set of concepts.
Many times the textual data contains additional labeled in-
formation, like types associated with the data values, which
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Sl. Semantic Matching Problem Domain
No
1 Identification of the resolvers for | Software
an issue in software industry
2 Identifying the best customer care | Banking
executive for the given type of com-
plaints like online banking login
failure
3 Identification of the best tourist | Tourism
destination for given calendar
month

Table 1: Examples of Semantic Matching Problems.

can be used in semantic matching process. There also can
exist some data values for which labels do not meaningfully
capture the type. We call such a label as pseudo-type. To-
gether, this kind of data is called “partially labeled data”.
For example consider a customer care system in banking do-
main. Table 2 shows hypothetical data collected over several
transactions. This log contains data like complaint id, cus-
tomer id, resolver, priority, which have type information.
However, there can be additional data columns like sum-
mary of complaint which are pseudo-types.

SortingHat aims to perform semantic matching for such
partially labeled data. An example of semantic matching be-
tween concepts on the data in table 2 could be — identifying
the best resolvers for a complaint related to “credit card” ac-
count type which also has “high” priority. Kulkarni et.al [1]
proposed a term co-occurrence graph based approach to per-
form the concept matching. The approach includes creat-
ing a co-occurrence graph of labeled and unlabeled terms
and running a “cash leaking” random walk on it to gener-
ate the matching output concepts. There have been earlier
attempts to use random walk to mine different kinds of se-
mantics. In [2, 3], authors propose a “cash leaking” random
walk to identify the topical anchor of a set of terms. Yaz-
dani et.al [4] present a random walk based framework for
semantic similarity calculation.

The SortingHat implementation is inspired from [1]. We
have been using a snapshot of a bug tracking dataset from
a big enterprise. The implementation aims at identifying
the best resolvers who can take up newly reported bugs.
The system also extends its functionality in identifying other



Comp | Cust Resolver | Priority | Account Conversation Summary

ID ID Type

aaa XXXX Anand High Corporate Faced issues with online access
of account information. System
was giving error 307. Requested
customer to login after 3 hours.

bbb yyyy Sahana Medium Credit Communication address needs

Card to be changed. Requested em-

ployee to send mail to customer
care email id with new address
proof.

Table 2: Data from a hypothetical banking

important aspects of a new bug like component, probable
priority and so on.

2. THE METHOD

As discussed earlier, semantic matching in text domain
is the process of identifying a set of concepts R for a given
set of concepts @ in a given corpus based on the latent se-
mantics. Identifying the probable defaulters from a banking
transaction dataset, identifying defective components using
the server logs, identifying an application software similar
to a given application software based on the description and
reviews are example of semantic matching.

This work uses partially labeled data as the corpus. Let
C be the set of concepts in the corpus. There are some
concepts which are identifiable with labels (or have attached
type information). We label the unlabeled concepts with
special label “concepts”. The set of all unique labels in the
corpus is represented as L.

We build a co-occurrence graph using C. In this graph,
every labeled concept co-occurs with every other labeled
concept in the same context. This co-occurrence graph is
formally represented as,

G = (C,E,w,L,7) (1)

where, E C [C]? is pairwise co-occurrences of labeled con-
cepts. v : C' — L represents a functions which assigns label
types to concepts. The function w : E — Z71 assigns edge
weight w(t,u) which is same as the co-occurrence count,
where t,u € C. This edges are undirected. We convert
the graph into generatability graph, using the procedure ex-
plained in [3].

The SortingHat algorithm takes a set of labeled concepts
Q = {q1,92,...,9m} as input and generates semantically
matching labeled concepts R = {ri,ra,...,7p} as result
from the co-occurrence graph G. For each ¢;, the algorithm
generates a set of neighbors N(¢;). A new set N(Q™), called
as neighbourhood closure, is generated by taking union of all
these set of neighbours. We generate the semantic context
S(Q*) by considering all the edges between all the concepts
in N(Q*). The details of the calculation of generatabil-
ity, neighborhood closure and semantic context are available
in [1].

To identify the semantically matching concepts R for Q,
we run “cash leaking” random walk algorithm [2]. We start
the random walk by distributing equal cash to each query
concept and zero cash to every other concept in S(Q*). After
reaching stationary distribution, we identify concepts with
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higher cash accumulation and output them as R. These are
the concepts which are semantically related to the set of
labeled query concepts Q.

3. THE TOOL

The SortingHat tool is developed in Java environment.
The noun phrases are extracted using the Apache openNLP .
We generate the co-occurrence graph and store it in MySQL 2.
We are also parallely attempting to use Neodj 3 to store
co-occurrence graph. We have developed this tool as a web
application. Figure 1 shows the webpage to input the query.
The input concepts are entered as (term) : (type). For
example, performance:concept represents a concept named
performance of type concept.

The tool runs the “cash leaking” random walk using the
input and generates the semantically matching output for
it. The output is displayed in the form of a table, where
each column represents a type, as shown in figure 2. We
have intentionally blanked out some columns from the out-
put screen shot to hide sensitive information. The concepts
in the columns are ranked as per their semantic relatedness
to the query.

Entity Description

Project The name of the project.

Issue The Issue Id of the issue.

Resolver The person who resolved the issue.

Resolution State of the issue after resolu-
tion (Not a Bug, Duplicate, Fixed
etc.,).

Component Name of the project component.

Time Taken Time taken to fix issue.

Issue Priority | Importance of the issue.

Classification | Type of the fix (API, Code etc.,).

Root Cause Reason for the issue to arise.

Table 3: The different labeled concepts in bug track-
ing dataset.

As mentioned earlier, we are currently using a bug track-
ing system snapshot as the partially labeled dataset. We
have manually identified 9 types(lables) [1] in the dataset
as given in table 3. We similarly identified 3 fields in the

"https://opennlp.apache.org/
http://www.mysqgl.com/
http://www.neodj.org/
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Random Walk based Entity (Labeled &wicepi) Matching

Please Enter the Input:
Crystal:concept, subreport:concept, performance:concept,
business_activity monitor:project

Example input (ignore quotes) - "java:concept, chava hirsh:resolver, xcp runtime:project”

Submit

copyright@sortinghat 2012-2014

Figure 1: Input Screen of SortingHat Web Application
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Figure 2: Output Screen of SortingHat Web Application

dataset from where “concepts” can be extracted. They are
given in table 4.

The primary semantic matching problem in this data is
to identify the best suited resolver for a given new issue, for
which the information of Project, Priority, Summary and
Description is available. This would help the managers to
identify the resolver more efficiently. We can also extend
this to identify the component of the issue. For both the
use cases, the inputs are the values of Project, Priority, and
concepts from unstructured fields - Summary and Descrip-
tion. The input contains comma separated concepts, where
each concept has its type information separated by “:”. An
example query is given in figure 1. Further, we can also use
this framework to identify many other semantic similarities
like projects similar to other projects, resolvers similar to
other resolvers and so on.

The SortingHat framework can handle many other types

of generic semantic matching queries on given textual dataset.
It can take any coherent set of concepts and generate seman-

tically matching set of concepts for it. There are domains

like insurance claim management, bank customer grievance

resolution, and many other where such partially labeled tex-

tual data is available. There is a need to identify differ-

ent labeled concepts like claim resolver for the given inputs

like insurance claim. In such cases, SortingHat can come in

handy as a supporting tool.

4. CONCLUSION AND FUTURE WORK

SortingHat is a tool developed to identify semantically
related concepts for a given set of concepts. The tool ad-
dresses semantic matching in text domain. Many domains
generate textual data, and hence this tool can play an im-
portant role in semi-automating large number of important
tasks in those domains. The future work includes the de-
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scription  for
Release Notes

Column Description

Name

Summary Short description of the issue.
Description Detailed description of the issue.
Customer The message passed to the customer
Facing  De- | to convey the existence of the issue.

It describes how the customer can ob-
serve the issues.

Table 4: The different fields contributing to concept
space in JIRA dataset.

velopment of a functionality to identify similar concepts of
same type for given input concept. This would help to sug-
gest more number of semantically similar concepts for the
input query.
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